Role of scattering by surface roughness in the photoacoustic detection of hidden micro-structures
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We present an experimental study in which we compare two different pump–probe setups to generate and detect high-frequency laser-induced ultrasound for the detection of gratings buried underneath optically opaque metal layers. One system is built around a high-fluence, low-repetition-rate femtosecond laser (1 kHz) and the other around a low-fluence, high-repetition-rate femtosecond laser (5.1 MHz). We find that the signal diffracted by the acoustic replica of the grating as a function of pump–probe time delay is very different for the two setups used. We attribute this difference to the presence of a constant background field due to optical scattering by interface roughness. In the low-fluence setup, the optical field diffracted by the acoustic replica is significantly weaker than the background optical field, with which it can destructively or constructively interfere. For the right phase difference between the optical fields, this can lead to a significant “amplification” of the weak field diffracted off the grating-shaped acoustic waves. For the high-fluence system, the situation is reversed because the field diffracted off the acoustic-wave-induced grating is significantly larger than the background optical field. Our measurements show that optical scattering by interface roughness must be taken into account to properly explain experiments on laser-induced ultrasound performed with high-repetition-rate laser systems and can be used to enhance signal strength. © 2020 Optical Society of America
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1. INTRODUCTION

Positioning of silicon wafers with (sub)nanometer precision during photolithography is one of the biggest challenges in the semiconductor manufacturing industry [1–5]. In photolithographic machines, alignment markers etched into Si wafers are used to position wafers with sub-nanometer accuracy. These markers are often gratings illuminated with lasers, while the diffracted beams are measured. Any difference in optical phase between the +nth and −nth diffracted orders (n = 1, 2, 3 …) can be measured by interfering the two beams. A small translation of the wafer along the grating vector direction translates into a phase difference between the +nth and −nth diffracted orders, which can be used to determine the position of the wafer with a precision of less than 1 nm [4,5]. Alignment becomes challenging when (partially) opaque materials are used to fabricate computer chips with multilayer architectures, so that light cannot penetrate them anymore, and the alignment markers become difficult to probe. In reality, alignment gratings are etched in areas where there are no circuits, in the so-called scribe lanes. Nevertheless, they get covered by all the materials used in the fabrication processes of the computer chips. Hence, methods need to be developed that are capable of detecting micro- and nano-structures buried below layers that may even be optically opaque. In addition, measurement methods should remain non-invasive, in the sense that they should not damage or even touch the sample or otherwise influence subsequent lithographic processing steps.

An alternative way to detect gratings buried underneath optically opaque layers is therefore to use laser-induced ultrasound. It is based on the absorption of a picosecond or femtosecond laser pulse, which leads to the creation of acoustic waves in the tens of gigahertz range [6–26]. Fundamentals of laser-induced acoustic waves have been studied extensively in the past decades [6–9]. The ability of acoustic waves to propagate through layers...
that are not transparent to light has led to many applications, such as high-resolution photoacoustic imaging [19–22] and material characterization, providing information on layer thickness, sound velocity, and interface properties [14–16,27–30]. Moreover, spatial inhomogeneity of the illuminated surface can lead to excitation of shear waves and surface acoustic waves (SAWs) [10–12].

We recently showed that laser-induced ultrasound can be employed for the detection of micro- and nano-structures buried underneath metal layers [31]. With this technique, we were able to detect gratings underneath optically opaque layers and dielectric multilayers, even after propagation of the acoustic wave through as many as 2 × 20 dielectric layers. The buried grating was observed by measuring optical diffraction from the acoustic replica of the grating at/near the interface/surface in a pump–probe scheme. As the amplitudes of the acoustic-wave-induced gratings are in the 1–100 pm range, diffracted signals can be small. As a result, other weak sources of scattered or diffracted signals can lead to interference with the light diffracted by acoustic-wave-induced gratings. Understanding these effects is of paramount importance for possible wafer alignment applications in the semiconductor manufacturing industry. This is because positioning errors of only a few nanometers, potentially the results of a wrong interpretation of photoacoustic diffraction signals, would already be disastrous.

Here, we show how light scattered by interface/surface roughness can influence the shape and amplitude of the time dependent diffracted signal in ultrafast photoacoustics experiments to detect micro-gratings buried underneath opaque layers. As we found that the pump–pulse fluence is an important parameter in our experiments, we used two different lasers with accompanying setups, one for low-fluence experiments (LFEs), the other for high-fluence experiments (HFEs). For our experiments, 6 μm period, 50% duty cycle gold (Au) gratings were fabricated on top of a single metal layer deposited on glass. A 400 nm wavelength pump pulse generates ultrahigh-frequency longitudinal acoustic waves near the glass—metal interface, which travel deeper into the Au and reflect off the grating. The topography of the grating is thus encoded on the phase of the acoustic wave and detected at the glass—metal interface by diffraction of an 800 nm wavelength probe pulse. Surprisingly, we find that the signals measured in the two setups look very different, even though experiments were performed on the same sample. For example, despite the fact that in both cases, the timing of the acoustic peaks is more or less the same, the signals measured in the HFE are all positive, while the signals measured in the LFE periodically drop below the background level. We show that these and other observations can be explained by the presence of a coherent optical field caused by scattering due to interface roughness, which interferes with the optical field diffracted off the acoustic-wave-induced gratings. For the right optical phase difference, the relatively strong background field can enhance (coherently amplify) the weak field diffracted by the acoustic-wave-induced grating. Our experiments are in excellent agreement with numerical simulations that can predict the exact shape of the signals measured in both HFEs and LFEs. Our results show the importance of interface/surface roughness in understanding the results obtained using a low-fluence, high-repetition-rate femtosecond laser for ultrafast photoacoustic detection of nano-structures buried below optically opaque layers.

2. SAMPLE FABRICATION AND OPTICAL SETUPS

Samples were made by first depositing a flat metallic layer on a glass substrate, followed by fabrication of a grating on top of the metallic layer. By performing the pump–probe measurement from the glass side, the grating is optically invisible to both the pump and probe pulses and can be considered “buried.” This can be seen in the inset of Fig. 1. All the samples were made on chemically cleaned 176 μm thick glass substrates. The Au layers were deposited by thermal evaporation. All gratings employed in the experiments were fabricated using UV lithography. Each grating has a period of 6 μm, a 50% duty cycle, and an amplitude of 10 nm. The three samples employed in this work differ only in the thickness of the flat Au layer, (85, 141, and 522 nm).

Our experiments were performed in a pump–probe setup, shown in Fig. 1. Two different setups were used. The first is built around a low-fluence Ti:sapphire laser that generates 70 fs pulses at a high repetition rate of 5.1 MHz. Here, the pump beam has a diameter of 50 μm on the sample and a pulse energy ranging from 8 nJ to 15 nJ, depending on the experiment. The probe has a diameter of 40 μm on the sample, and its pulse energy is kept constant at approximately 12 nJ. The pulse energies generated by this system are relatively low, and we will refer to experiments performed with this laser as LFEs.

The second is built around a high-fluence, amplified Ti:sapphire laser that generates 30 fs pulses at a low repetition rate of 1 kHz. Here, the pump diameter is approximately 500 μm, and pump pulse energies range from 6 μJ to 8 μJ, depending on the sample. The probe has a diameter of 250 μm on the sample, and the probe pulse energy is kept constant at 2 μJ. The pulse energies generated by this system are higher, and we will refer to experiments performed with this laser as HFEs.

In both setups, the 800 nm wavelength output is split into two parts. The stronger arm is frequency doubled to generate 400 nm wavelength pulses and is used as the pump beam. The weaker arm is time delayed using an optical delay line formed by a retroreflecting pair of mirrors mounted on a mechanical translation stage and is used as the probe beam.

We would like to point out that in wafer alignment applications, the pump fluence is often maximized to values just below the damage threshold to maximize the strength of the diffraction signal. In principle, both high and low fluences can be obtained with one laser, by simply changing the focal diameter of the beam. However, there are two reasons that we nonetheless have used two different laser systems in these experiments. The first is that the highest fluence that we can obtain with the low-fluence, high-repetition-rate system is limited by thermal damage, preventing us from reaching the fluence levels reached in the HFE. The second is that, whereas it is tempting to think that the HFE is better than the LFE because it can generate stronger acoustic waves, the sensitivity with which these waves can be detected is limited compared to what is possible in the LFE. The reason for this is that in the LFE, the much higher repetition rate of the laser (5.1 MHz) allows for laser amplitude modulation at frequencies (we use 6 kHz) where lock-in amplification of
Fig. 1. Schematic of the two experimental setups. In both setups, a pump–probe scheme was employed. The output from a 1 kHz or 5.1 MHz repetition rate Ti:sapphire laser with a central wavelength of 800 nm is split into two parts. One beam (pump) is frequency doubled to a wavelength of 400 nm by a BBO crystal and modulated by a mechanical chopper at 6 kHz. The other beam (probe) has a central wavelength of 800 nm. The pump-induced first-order diffracted probe beam is measured by a silicon photodiode. The photodiode has a bandwidth of 50 kHz. For the LFE, the photodiode signal is sent to a lock-in amplifier, which uses a reference signal from the chopper. We show in the inset a schematic of the sample. We pump and probe from the glass side. Thus, the measured total diffracted signal is due to diffraction off the interface grating and off the strain-optic gratings in glass.

the electronic signal from the photodiode detector can significantly enhance the detection sensitivity. In the end, for wafer alignment applications in the semiconductor manufacturing industry, sensitivity is of paramount importance. However, even without additional contributions to the detected light, such as light scattering by surface roughness, it would be nontrivial to predict a priori which system is best for alignment applications. As we will show, light scattering by surface roughness can occur; it interferes with the light diffracted by acoustic-wave-induced gratings, and the extent to which it thus influences the time-dependent shape of the photoacoustic signals depends on the pump fluence.

Finally, we note that in both HFEs and LFEs, it is expected that the frequency of the generated sound waves depends on neither the fluence nor the repetition rate of the laser. The shape and thus the frequency contents of the sound wave are determined primarily by the diffusion depth of the electron energy, which is the same for both LFEs and HFEs.

3. EXPERIMENTAL RESULTS

In Figs. 2(a) and 2(b) (green curves, top panels), we plot the diffracted probe beam signal as a function of the pump–probe delay, measured for the Au grating fabricated on an 85 nm thick Au layer for the LFE and HFE, respectively. In both setups, the signal is first composed of a sharp peak at zero delay. This peak is the result of a grating in the electron temperature near the glass–Au interface, which leads to diffraction of the probe beam and has been measured before [32]. A few tens of picoseconds later, an oscillatory signal with a period of 50 ± 2 ps is observed. The oscillation appears to last several hundreds of picoseconds for the measurements performed with the LFE [green curve in Fig. 2(a)] measurement, while it decays faster for the HFE [green curve in Fig. 2(b)]. A first observation is that the signal shapes measured in the two setups are remarkably different in spite of the fact that both signals were obtained by measuring on the same sample. In particular, we observe “negative” values for the diffracted signal measured in the LFE.

In Figs. 2(c) and 2(d) (green curves, top panels), we show the measurements for the 50% duty-cycle grating fabricated on a 141 nm thick Au layer. As before, a small hot electron dynamics peak at zero time delay is observed. Here, the strength of the electron dynamics signal is smaller than for the grating fabricated on an 85 nm Au layer, since the electron gas temperature grating is weaker for thicker Au layers [32]. A few tens of picoseconds later, an oscillatory signal with a period of 80 ± 2 ps is seen. Compared to the previous measurements, the oscillation appears to decay faster in both the LFE and HFE. Here, too, we observe “negative” values for the diffracted signal for the LFE [green curve in Fig. 2(c)].

In Figs. 2(e) and 2(f) (green curves, top panels), we show the measurements for the 50% duty-cycle grating fabricated on a 522 nm thick Au layer. Here, the electronic peak around delay zero is not detected. For the first 170 ps, no diffracted signal is observed. After this, a diffracted signal can be seen, which rises to a maximum at a delay of 285 ± 2 ps. A second peak is seen around 570 ± 2 ps time delay. A faster oscillating signal is superimposed on top of the acoustic echoes with a period of about 50 ± 2 ps. As before, we observe “negative” values for the diffracted signal for the LFE [green curve in Fig. 2(e)].

A somewhat unexpected observation we made during the experiments in the LFE on the 522 nm Au sample is that the amplitude of the measured signal varies when measuring on different spots on the same sample. Moreover, the signal can even change sign, as if multiplied by ≈−1. We will explain this in more detail in Section 5. This behavior is absent for the measurements taken in the HFE, where intensity variations were seen of only 10%–20%.

In a series of measurements, we recorded the diffracted signal at different positions above the buried grating fabricated on the 522 nm thick Au layer. The thickest sample was chosen here to
Fig. 2. Diffracted probe beam signal measured for the 50% duty-cycle, 10 nm amplitude Au gratings in the LFE (left) and HFE (right). Top panels: experimental results (green curves) and calculated total signal (dashed black curves). Bottom panels: numerical calculations of the diffracted signals taking into account only surface displacement at the glass–Au interface (blue curves) or only diffraction from the acoustic waves in glass (red curves). We show the results for: Au grating fabricated on a 85 nm Au layer measured in the (a) LFE and (b) HFE; Au grating fabricated on a 141 nm Au layer measured in the (c) LFE and (d) HFE; Au grating fabricated on a 522 nm Au layer measured in the (e) LFE and (f) HFE.

avoid any effects that could arise from direct optical diffraction from the buried grating. Taking the 13 nm penetration depth of the 800 nm light into account, and in view of the small signals that we measure, this cannot a priori be excluded for the thinnest 85 nm thick sample. We first measure the diffracted signal on one particular spot, which we consider the “zero position” \( x_0 \) [Fig. 3(a), top panel]. When the sample is horizontally translated, in the direction perpendicular to the grating’s lines, by 50 µm [Fig. 3(a), bottom panel], corresponding to the diameter of the probe beam, or more, the measured signal can change sign compared to the measurement at the previous position. A similar observation is made when we move the sample 50 µm in the vertical direction, parallel to the grating lines, as shown in Fig. 3(b). We note, however, that the signals plotted in Figs. 3(a) and 3(b) were chosen precisely because in these cases, when the sample was moved, the signals flipped sign. To investigate
Fig. 3. Diffracted signal recorded at different positions above the buried grating fabricated on the 522 nm thick Au layer. (a) Two extreme cases, where a flip in sign is observed during the horizontal scan of the sample; (b) same for the vertical scan. (c) Intensity of the first echo (corresponding to a time delay of 285 ps) as a function of the position on the sample. The red dots represent the horizontal scan and the blue dots the vertical scan. The yellow area contains the negative values, while the green one contains the positive values. (d) Inset: path followed during the scan schematically shown with the colored arrows.

whether these changes were random or not, we also performed a scan of the sample by recording the diffracted signal while moving the sample in steps of 50 µm, in both horizontal and vertical directions. In Fig. 3(c), we plot the strength of the first diffraction peak (corresponding to a time delay of 285 ps) as a function of the position on the sample. The red dots represent the horizontal scan and the blue dots the vertical scan. The yellow area contains the negative values, while the green one contains the positive values. (d) Inset: path followed during the scan schematically shown with the colored arrows.

Fig. 4. (a) AFM measurement on the glass side of the glass–Au interface. The roughness is 0.45 nm (RMS value). (b) AFM measurement on the Au side of the glass–Au interface. The roughness is 0.60 nm (RMS value). When deposited on a smooth substrate, the Au tends to follow the topography of the substrate. Therefore, the measured roughness values for glass and Au are in reasonable agreement.

4. RESULTS OF NUMERICAL CALCULATIONS

To better understand our measurements, numerical calculations were performed. The 2D numerical model we used was developed by Zhang et al. [36]. It takes into account all the steps involved in a typical photoacoustic experiment, such as for the LFE can be explained only by taking the optical interference among the field diffracted by the acoustic-wave-induced interface grating, the strain-optic grating propagating in glass, and an additional background field into account. The most likely source of this field is optical scattering by the roughness of the metal film at the glass–Au interface.

Scattering from surfaces with a root-mean-square (RMS) roughness amplitude in the range of a few nanometers was measured before [34]. In order to measure the roughness of the Au layer at the glass–metal interface, the Au layer was peeled from the glass substrate by using standard tape in order to obtain a free-standing Au surface. In this way, we were able to measure roughness on both the Au side and the glass side of the interface. It is well known that thin Au films have a weak adhesion to inert and commonly used glass substrates [35]. Therefore, by applying a piece of tape onto the sample, it was easy to completely peel the Au layer from the substrate. An atomic force microscopy (AFM) measurement of this layer was then performed. For comparison, an AFM measurement was also performed on the glass surface. In Figs. 4(a) and 4(b), we show the AFM results for the two surfaces. We measure a RMS roughness value, $R_q$, with values of $R_q = 0.60$ nm for Au and of $R_q = 0.45$ nm for the glass substrate. The two values are in reasonable agreement. Basically, the roughness of the substrate translates into a similar roughness for the deposited metal layer, although the two surfaces look different. In fact, the evaporated Au has a polycrystalline nature, while the glass is an amorphous material. The RMS amplitude roughness of the interface is small and thus gives rise to a weak background field only. However, the amplitude of this field is within an order of magnitude of the amplitude of the field diffracted by the acoustic-wave-induced grating, as we will show later. This means that interference between the two fields can have a significant effect on the amplitude and shape of the time-dependent diffraction signals.
generation, propagation, and detection of the acoustic waves. As for the detection part, diffraction of light off the acoustic-wave-induced interface grating at the glass–metal interface, and off the acoustic grating propagating inside the glass (strain-optic scattering [37]) were both taken into account. In a separate photoacoustic experiment on simple, flat Au layers, material parameters were extracted by fitting the model to the measurements. The same parameter values were then used to fit the model to the measurements shown in Fig. 2. The fitting procedure used to extract the material parameters for the single flat Au layers is extensively described in Ref. [36]. In the LFE case, a relatively strong constant optical field is added to the diffracted fields off the acoustic gratings before the calculation of the diffraction efficiency, representing the background field present in our experiments.

In Fig. 2 (black dashed curves), we plot the diffracted signals, calculated for the 10 nm Au gratings on 85, 141, and 522 nm thick Au layers measured in both the LFE [Figs. 2(a), 2(c) and 2(e)] and HFE [Figs. 2(b), 2(d) and 2(f)]. Parameters were manually adjusted until the best fit between the measurements and the calculations was obtained and kept constant for both setups.

In Figs. 2(a) and 2(b), the calculations show long-lasting oscillating signals with a period of about 50 ps for the grating fabricated on the 85 nm thick Au layer. The calculations are in good agreement with the experimental results. In the bottom panels of Figs. 2(a) and 2(b), we plot the calculated diffracted signal from only the displacement at the glass–Au interface (blue curve) and from only the strain-optic grating propagating inside the glass (red curve). The latter effect can be viewed as diffraction from spatially periodic changes in the material density induced by the propagating, spatially periodic sound wave. This leads to a spatially periodic, propagating, transient variation of the refractive index of the glass. Such a propagating, spatially periodic refractive index constitutes a grating from which the probe can diffract. The calculated curves clearly show that the signal is dominated by the latter contribution.

In Figs. 2(c) and 2(d) (black dashed curves), we plot the diffracted signals, calculated for the grating on the 141 nm thick Au layer. The calculations also show oscillating signals with a period of approximately 80 ps, in good agreement with the measured signals. There is some mismatch between the measured and calculated diffraction signal strength, especially for longer delays. In the bottom panels of Figs. 2(c) and 2(d), we plot again the calculated diffracted signals from only surface displacement (blue curve), and from only the strain-optic grating propagating inside the glass (red curve). In contrast to the calculations shown for the 85 nm thick Au layer, here, we find that the displacement of the atoms at the glass–Au interface provides the strongest contribution to the measured signals.

In Figs. 2(e) and 2(f) (black dashed curves), we plot the diffracted signals, calculated for the 522 nm thick Au layer. The calculations show oscillating signals with a period of approximately 285 ps, in good agreement with the measured signals. In the bottom panels of Figs. 2(e) and 2(f), we plot again the calculated diffracted signals from only the acoustic-wave-induced interface grating (blue curve), and from only the strain-optic grating propagating inside the glass (red curve). Note that for this sample, the bigger spacing between the two echoes allows us to identify both contributions in the measurements more easily. The strain-optic contribution appears as a faster oscillating signal superimposed on top of the acoustic-wave-induced interface displacement signal. To simulate the signals measured, a relatively strong constant optical field was added along the first-order diffraction direction, representing the background field present in our experiments. For consistency, the value of the background field was kept the same for the two systems. It has a constant value, corresponding to an intensity on the detector, \( I_D \), which is a fraction of the intensity incident on the sample, \( I_{INC} \). Here, we have \( I_D/I_{INC} = 5 \times 10^{-9} \) for all three samples.

To estimate typical surface displacement amplitudes near the glass–Au interface, we plot in Fig. 5 the calculated displacement of the interface for the 10 nm grating fabricated on a 522 nm thick Au layer, calculated at a pump–probe delay of 285 ps delay, corresponding to the arrival time of the first echo [indicated by the gray dashed line in Figs. 3(a) and 3(b)]. 285 ps is the time at which the diffracted signal due to the displacement is found to be the largest in the calculations. At this time delay, the acoustic wave has completed one round trip inside the 522 nm Au, and the grating-shaped displacement at the glass–Au interface has the same phase as the buried grating. Here, three unit cells are shown, where one unit cell has a width of 6 \( \mu \)m. Fig. 5(a) shows
the interface displacement profile calculated using the LFE parameters and Fig. 5(b) the HFE parameters. In both figures, the displacement profile is superimposed on the expansion of the whole Au layer due to heating, which explains the negative offset in the displacement values. However, only the grating-shaped interface displacement profile contributes to the diffraction efficiency. We obtain a peak-to-valley amplitude of the acoustic-wave-induced interface grating value of 5 pm for the LFE. For the HFE, where the pump fluence is more than five times bigger than the LFE, the peak-to-valley amplitude of the acoustic-wave-induced grating at the glass–Au interface is 28 pm.

5. DISCUSSION

A. Acoustic Wave Generation in Au

Time-resolved measurements of transient reflectivities on thin Au layers as a function of layer thickness have been described before [38,39]. The thickness of the Au layer, however, also plays a role in the acoustic wave generation mechanism. While for the thinner Au layers (85 and 141 nm), the whole layer is rapidly and homogeneously heated up, for the thicker Au layer (522 nm), this is no longer the case. Instead, the acoustic wave generated within a finite depth of about 200–300 nm from the interface will propagate into the material until it reaches the buried grating at the Au–air interface. Here, the acoustic wave is reflected back with a delay between the part reflected off the valleys and the ridges of the grating. As a result, the acoustic wavefront becomes spatially modulated. The arrival time of the first echo corresponds roughly to the round-trip time in the 522 nm thick Au layer. It can be calculated as $T = 2l/v$, where $l$ is the layer thickness, and $v$ is the speed of sound in the metal. Assuming a longitudinal velocity of 3.2 km/s [29], the round-trip time is expected to be $\approx 303$ ps. Finally, once the reflected acoustic wave reaches the glass–Au interface, it displaces the Au atoms in a spatially periodic manner. We can detect this grating by diffraction of a probe pulse.

As we can see from the simulations shown in Fig. 2 (bottom panels) the total diffracted signal predominantly consists of two different contributions. The blue curves represent the diffracted probe beam from the acoustic-wave-induced interface grating at the glass–Au interface. The red curves, instead, represent optical diffraction from the strain-optic wave that has partially entered the glass and continues to propagate [36,37,40–43]. The total oscillatory signal is due to the interference between the different contributions to the diffracted signal. These include, for example, the background optical field, the probe beam diffracting off the strain-optic grating propagating in the glass, and the transmitted probe beam reflecting back at the glass–metal interface and diffracting again from the strain-optic gratings in glass. As was pointed out in Ref. [42], the latter is also often referred to as Brillouin scattering. The period of this oscillation is given by $T = \lambda/(2n\cos \theta)$ [37]. Here, $\lambda$ is the probe wavelength, $n$ is the refractive index of the glass at this wavelength, $v$ is the speed of sound in glass, and $\theta$ is the angle of incidence, measured inside the glass. For glass, $v \approx 5.7$ km/s, and $n = 1.5$. In our experiments, $\theta = 14.5\degree$ inside the glass for the LFE and $\theta = 2.0\degree$ in the HFE. We then obtain an oscillation period of 50.4 ps for the measurements in the LFE and of 46.7 ps for the measurements taken in the HFE. This period is close to the period of the acoustic oscillations for the grating fabricated on 85 nm Au of 50 ± 2 ps for the LFE [see Fig. 2(a)] and of 46 ± 2 ps for the HFE [see Fig. 2(b)]. The contribution from the strain-optic effect in the glass is weaker for the measurements on the 141 nm and 522 nm thick Au layers [see Figs. 2(c)–2(f)]. For the grating fabricated on 522 nm thick Au, the contribution due to the strain-optic effect is a more clearly visible lower amplitude oscillation superimposed on the slower acoustic-wave-induced displacement diffraction peaks [see Figs. 2(e) and 2(f)].

B. “Negative” Diffracted Signals: Background Optical Fields

The clearest difference between measurements taken in the HFE and the LFE is that in the first case, the measured diffracted signal is all positive, while in the latter, it drops below the background level seen at negative delays. This can be explained only if we can assume that another, coherent scattered optical field is present, which interferes with the field diffracted by the acoustic wave. Heterodyning of a weak optical field is a widely used technique to improve the sensitivity to small signals. It is achieved by applying on the same photodetector an additional optical field of higher amplitude. The interference between the two fields leads to amplification of the weak field. The source of the second stronger field can be the same laser source [26], a second laser beam [44], or also light scattered from reflecting interfaces of the sample [42,43].

The optical phase difference between the two diffracted fields will determine the extent to which the interference is constructive/destructive. For illustrative purposes only, we will assume that the acoustic wave gives rise to only one diffracted field at a time. Denoting the additional background diffracted optical electric field $E_{b}e^{i(\omega t - \vec{k} \cdot \vec{r})}$, the field diffracted by the acoustic wave $E_{ac}e^{i(\omega t - \vec{k} \cdot \vec{r} + \phi)}$, and the sum of the two fields $E_{tot} = E_{b}e^{i(\omega t - \vec{k} \cdot \vec{r})} + E_{ac}e^{i(\omega t - \vec{k} \cdot \vec{r} + \phi)}$, we can write for the total optical power $S$ incident on the Si detector

$$S \propto |E_{tot}|^2 = E_{b}^2 + E_{ac}^2 + 2E_{b}E_{ac}\cos(\phi), \quad (1)$$

where $\phi$ is a pump–probe delay-dependent difference in phase between the two fields, and where we have suppressed the time dependence of the amplitudes. It is important to realize that in the LFE, the pump pulse train is modulated with a mechanical chopper. Lock-in detection ensures that probe signal components on the detector that are not modulated by the pump beam will be removed by the lock-in amplifier. This means that, in principle, only terms containing $E_{ac}$ in Eq. (1) are observed in our measurements. When the background optical field amplitude $E_{b}$ is constant and has an amplitude much bigger than the field diffracted by the acoustic wave $E_{ac}$ ($E_{b} \gg E_{ac}$), the $E_{b}^2$ term in Eq. (1) serves as a constant background signal level around which the $2E_{b}E_{ac}\cos(\phi)$ term oscillates when $\phi$ periodically changes. Lock-in detection ensures that $E_{b}^2$ is not observed directly and that when the coherent sum of the two fields drops below the background field strength, this is seen as a negative signal.
The above description of the effect of the background optical electric field gives a plausible physical explanation for the observation that the diffracted signals drop below the level seen for negative delays. However, it ignores the fact that, as we explained in Section 5.A, every time the acoustic wave reaches the glass–metal interface, part of the wave is periodically transmitted into the glass where each acoustic wave also gives rise to an additional time-dependent diffraction signal. This means that in reality, the field $E_{ac}$ is composed of several contributions, $E_{ac_k} e^{i\phi_k}$ (k = 1, 2, ...), each with a different amplitude $E_{ac_k}$ and a time-dependent phase difference $\phi_k$ with respect to the background field $E_b$. Fortunately, using the full numerical model to describe the generation, propagation, and optical detection of the acoustic waves, all these waves are automatically taken into account, as mentioned before.

The optical phase difference between the two diffracted fields will determine whether the interference is constructive or destructive. Destructive interference leads to less light on the detector, which, after lock-in amplification, manifests itself as a negative signal. There are several possible sources of background light in our experiments, which we will discuss next, schematically represented in Fig. 6.

1. Direct Optical Diffraction from the Buried Grating

In principle, for thin layers of Au (thickness <100 nm), probe light could still penetrate the layer and diffract off the buried grating [see Fig. 6(a)]. This diffracted light travels back again through the layer producing a background field on the detector. This may seem surprising in view of the penetration depth of 800 nm light in Au (approx. 13 nm [39]). For such a penetration depth, after traversing the Au layer twice, the signal attenuation would lead to only a weak diffracted signal. For the 141 nm and especially for the 522 nm samples, direct optical diffraction off the buried gratings becomes vanishingly small and is thus unlikely to be the source of the background field. Moreover, direct optical diffraction is unlikely to be the cause of the background field. Figure 3(c) clearly shows the random nature of the sign and amplitude of the diffracted signals when the sample is scanned in the x and y directions. This randomness is caused by a random difference between the phase of light diffracted by the acoustic-wave-induced grating and the background optical field. As the light diffracted directly off the buried grating would always have the same phase as the acoustic-wave-induced interface grating, the optical phase difference between the light diffracted by both gratings would not change.

2. Optical Diffraction from Thermal Grating

When the pump pulse energy is deposited into the material, a thermal grating can be created due to the presence of the buried grating, which gives rise to a periodic variation in Au thickness. As shown in Fig. 6(b), the areas above the valleys of the grating, where the total metal thickness is the lowest, will reach a higher lattice temperature. The initial amplitude of this temperature grating at the interface, $\Delta T$, is thus determined by the difference between the temperatures above the valleys and the ridges of the grating. Heating of the layer leads to changes in the complex dielectric function of the metal. A grating in the temperature thus leads to a grating in the dielectric function. From this grating, a probe pulse can be diffracted. In the LFE, the high repetition rate of the system may lead to a cumulative effect so that when the next probe pulse arrives at the interface, the energy deposited in the metal layer by the previous pump pulse has not yet completely dissipated into the substrate and/or has not been completely washed out by lateral heat diffusion. Thus, a weak quasi-static thermal grating could be present at the interface, which will diffract the probe pulse. However, also diffraction by a thermal grating is unlikely to be the cause of the background field, as a thermal grating would always have the same phase as the acoustic-wave-induced interface grating and would thus not give rise to the strong, random position dependence seen in our measurement. This is supported by our observation that the background field is also clearly present for the gratings on thicker Au layers (522 nm). For this layer, the thickness difference above the valleys and the ridges of the 10 nm ampltude grating becomes relatively small and is thus less likely to lead to a thermal grating. We note that the absence of a thermal grating in our experiments may be a consequence of the modestly high repetition rate of our LFE of 5.1 MHz. Often, mode-locked lasers have a repetition rate of 75 to 100 MHz, which would make thermal gratings more likely, as there is less time for the heat to diffuse into the substrate during the time between two laser pulses.

3. Scattering by Interface Roughness

The sign change of the measured diffracted signals as a function of the position of the probe beam onto the sample (see Section 3)
can be explained only in relation to the nature of the glass–Au interface. The Au layers on which our gratings are fabricated were deposited through thermal evaporation. This technique generates poly-crystalline Au layers with a more or less random distribution of Au crystal sizes and orientations [45]. This means that, as shown in Fig. 4 and discussed in Section 3, the glass–metal interface has a certain roughness of $R_g = 0.60$ nm, which is about two orders of magnitude larger than the amplitude of the acoustic-wave-induced interface grating. Rough surfaces, however, scatter light in all directions [see Fig. 6(c)], whereas a grating, even when its amplitude is considerably smaller than the roughness, diffracts and thus confines light into a few particular diffraction orders only. Nevertheless, a significant background signal was observed in our setup. The light scattered from the surface will have a random phase [46]. Moreover, since roughness has a random character, the scattered light will have a different phase when the interface is illuminated at different positions. This is why our probe beam can detect these phase changes only when the sample is translated over a sufficiently large distance to “see” a statistically different area of the sample. The difference in phase between the two optical fields varies in a random fashion when the beam illuminates different areas, and thus so does the interference between the fields scattered by these two sources.

C. Comparison Between LFE and HFE

Now that we understand why the signals measured in the LFE and the HFE are different, a comparison between the results obtained in the two different setups can be made. We assume the background scattered field amplitude to be time independent in both setups. Suppose that $\eta_s$ is the efficiency with which the surface roughness scatters the incident probe light onto the detector. The efficiency $\eta_{gr}$, with which the acoustic-wave-induced grating diffracts the incident probe light, depends on the square of the amplitude $u$ of the grating, which, in turn, scales linearly with the pump fluence $F_{pu}$:

$$\eta_{gr} \propto u^2 = CF_{pu}^2,$$

with $C$ a constant of proportionality. The ratio of the two can be written as

$$\frac{\eta_{gr}}{\eta_s} = \frac{CF_{pu}^2}{\eta_s}.$$

Since $\eta_s$ is independent of the pump fluence, this equation clearly shows that the ratio of the light diffracted by the grating and the light scattered by the surface roughness scales with the square of the pump fluence. Thus, for increasing pump fluence, diffraction by the grating increases relative to scattering by surface roughness.

The difference in the calculated acoustic grating amplitude for the 522 nm sample in the LFE and the HFE (shown in Fig. 5) can be estimated by comparing the fluence of the pump beams for the two different setups. The fluence used for this particular sample is approximately $7 \pm 1$ J/m² in the LFE and $35 \pm 3$ J/m² in the HFE, giving a ratio of about five. The ratio between the amplitudes of the acoustic wave calculated for the HFE and the LFE is $\approx 5.6$, close to the ratio between the two fluences. Taking $\eta_{HFE} \approx 31 \times 10^{-9}$ into account, the latter number leads to a diffraction efficiency (ignoring the background optical field) of $\eta_{HFE} \approx 31 \times 10^{-9}$. Using the expression for the diffraction efficiency of a binary grating [47], we calculate the diffraction efficiencies of acoustic-wave-induced gratings at the interfaces of the three samples used in this work to be on the order of $\approx 10^{-7}$ for the HFE and $\approx 10^{-9}$ for the LFE. Thus, we can conclude that the background signal (surface roughness scattering efficiency of $5 \times 10^{-9}$) strongly shapes the measured signals in the LFE, while it can be neglected in the HFE.

In general, it is difficult to predict which system is better for the detection of buried gratings using laser-induced ultrasound. High-fluence, low-repetition-rate lasers are capable of generating strong ultrasound pulses, but have relatively high pulse-to-pulse intensity fluctuations that lead to fluctuating signals and lower detection sensitivity. In addition, high fluences can more easily lead to optical damage when focusing the beam tightly onto the samples, which has to be avoided at all cost. Low-fluence systems have smaller pulse-to-pulse fluctuations, and the pulse train can be modulated, facilitating the use of lock-in detection schemes that enhance detection sensitivity. This may offset signal reduction due to the relatively low peak power of the pulse. However, these arguments assume implicitly that in both cases the detected signals are not significantly affected by the change in repetition rate or fluence, and that changing either has an effect only on signal strength. Our results show that this assumption no longer holds. This is due to the presence of light scattering by interface roughness that scales differently with laser power than the photoacoustic signal.

Despite the fact that in the HFE it is possible to generate stronger acoustic gratings at the glass–metal interface, from an application point of view, the LFE may be a better candidate for the detection of periodic micro-structures buried underneath optically opaque materials. One of the advantages of using the LFE is that, due to the higher repetition rate of the laser, a good signal-to-noise ratio is achievable in less time. In our case, measuring with the LFE allowed us to reduce the acquisition time compared to the HFE. The presence of a strong static background field can attenuate the signal but can also, for the right optical phase difference between the diffracted and scattered fields, amplify the weak acoustic-wave-induced optical signals, making it easier to detect the hidden structures.

6. CONCLUSION

We have shown that different femtosecond laser systems can be used to generate ultrahigh frequency acoustic waves for the detection of periodic micro-structures buried underneath optically opaque layers. In our experiments, diffraction from the “acoustic replica” of the gratings at the glass–metal interface has been measured. We observe that the shapes of the signals measured in the LFE and the HFE are remarkably different, despite the fact that the signals were obtained by measuring on the same sample. This observation can be explained by the presence of a coherent background optical field due to scattering from the interface roughness at the glass–Au interface. In the LFE, this background optical field is significantly stronger than the strength of the optical field diffracted by the acoustic wave. Interference between the two changes the shape of the diffracted
signal as a function of the pump–probe time delay and can cause the signal to drop below the level observed at negative delays when the interference is destructive. In spite of the smaller amplitude of the acoustic grating induced with the LFE, the high repetition rate of the laser system allows us to improve the signal-to-noise ratio, reducing the acquisition time.
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