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Abstract: We report on the time-dependent optical diffraction from ultra-high frequency laser-
induced acoustic waves in thin layers of ruthenium deposited on glass substrates. We show that
the thermo-optic and strain-optic effects dominate the optical response of Ru layers to a traveling
longitudinal strain wave. In addition, we show the generation and detection of acoustic waves
with a central frequency ranging from 130 GHz to 750 GHz on ultra-thin layers with thicknesses
in the range of 1.2 - 20 nm. For these ultra-thin layers we measure a strong dependency of the
speed of sound on the layer thickness and, thus, the frequency. This frequency-dependent speed
of sound results in a frequency-dependent acoustic impedance mismatch between the ruthenium
and the glass substrate, leading to a faster decay of the measured signals for increasing frequency.
Furthermore, for these extremely high-frequency oscillations, we find that the frequency and
phase remain constant for times longer than about 2 ps after optical excitation. Back extrapolation
of the acquired acoustic signals to t = 0 gives a starting phase of −π/2. As this seems unlikely, we
interpret this as an indication of possible dynamic changes in the phase/frequency of the acoustic
wave in the first 2 ps after excitation.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

The study of thin films with ultra-fast laser-induced acoustic waves has seen a lot of development
in the past decades. Major advancements in the fundamental understanding of photo-acoustics
have been made with regards to the generation, propagation, and detection of high-frequency
acoustic waves [1–3]. The ability of acoustic waves to travel through optically opaque materials
has many applications, such as detection of buried structures [4–7] and photo-acoustic imaging
[8,9]. Furthermore, laser-induced acoustic waves have been used to access and investigate a
multitude of material properties and physical phenomena [10–27].

A less well-known candidate for photo-acoustic studies is ruthenium (Ru). Ru has a relatively
high electron-phonon coupling constant of 1.85 × 1018 Wm−3K−1, a relatively small optical
penetration depth of about 6 nm at a wavelength of 400 nm, and a relatively modest electronic
thermal conductivity of 117 Wm−1K−1 compared to other metals commonly used in photo-
acoustic studies, such as gold and silver [28,29]. In addition, Ru has a high melting point of 2583
K. When an ultra-short laser pulse is used to illuminate a Ru layer, these parameters suggest that
significant amounts of energy can be deposited in a thin layer near the surface, leading to the
generation of extremely high-frequency longitudinal strain waves. Furthermore, thin layers of
ruthenium are of industrial relevance in extreme ultraviolet (EUV) lithography machines, where
they are used as a capping layer on top of EUV multilayer mirrors to prevent oxidation [30–35].
Moreover, thin layers of Ru are also used to enhance the near-IR emissivity of thin membranes,
or pellicles, used in EUV lithography machines to protect photomasks. Pellicles can become hot
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and cool typically via emission of thermal radiation [36]. There is thus a significant interest in
using photoacoustics to study the material properties of Ru.

In this paper, we show the generation of extremely high-frequency acoustic waves in ruthenium
layers deposited on glass. We demonstrate that the optical response of the Ru layers to acoustic
waves is mostly governed by the thermo-optic and strain-optic effects. Furthermore, we measure
strain waves with frequencies as high as 750 GHz and we show that, for ultra-thin layers, the
speed of sound is a strong function of layer thickness. Moreover, we observe that the decay
time of the strain-wave-induced oscillations of the diffraction efficiency decreases strongly with
decreasing layer thickness and, thus, with increasing strain wave frequency. We attribute this
to a layer-thickness (and thus a frequency) dependent acoustic impedance mismatch with the
glass substrate which allows for higher transmission of the strain wave into the substrate with a
corresponding faster decay of the measured signals. Finally, we demonstrate that for ultra-thin
Ru layers, the frequency of the excited strain wave is stable after approximately t = 1.8-2.0 ps.
However, if we extrapolate the measured strain-wave-induced diffraction, starting from 1.8-2.0
ps, back to t = 0, when both pump and probe overlap in time on the sample, we find that the
extrapolated starting phase equals −π/2. This seems rather unlikely and therefore suggests that in
the first 1.8-2.0 ps, dynamical changes occur in the frequency and/or the phase of the generated
strain wave.

2. Experimental setup

In Fig. 1 we show a schematic depiction of the pump-probe setup. The laser system is a 1 kHz
repetition rate Ti:Sapphire regenerative amplifier (Astrella, Coherent) which generates laser
pulses with a central wavelength of 800 nm, a pulse energy of 6 mJ, and a pulse length of 35 fs.
The laser output is split into two by a beam splitter.

The 800 nm beam reflected by the beam splitter acts as the pump beam and first passes through
a variable optical delay line. The beam is frequency-doubled to a central wavelength of 400
nm using a 100 µm thick BBO crystal and passes through a mechanical chopper, reducing the
repetition rate to 500 Hz. After the chopper, the pump beam passes through a 50/50 beamsplitter,
creating two pump beams with equal intensity. Both beams are focused onto the sample to a
spot with a diameter of approximately 500 µm. Care is taken to ensure that the two 400 nm
pump pulses overlap in both space and time, creating an interference pattern on the sample. In
doing so, the Ru layer is excited only in the bright fringes of the interference pattern and remains
unperturbed in the dark fringes. As optical excitation modifies the optical properties of the
material, this leads to a transient-grating that is capable of diffracting light. The period of the
grating is determined by the 400 nm wavelength and the angle between the two beams and has a
value of approximately 6 µm [37].

The 800 nm beam transmitted by the beam splitter, which acts as the probe beam, enters an
optical parametric amplifier (OPA, HE-TOPAS, LightConversion). This converts the 800 nm
pulses into pulses with a wavelength of 1300 nm. After the OPA, the beam is frequency-doubled
to generate pulses with a central wavelength of 650 nm. This beam is then focused onto the
sample to a spot with a diameter of approximately 250 µm.

The Ru layers are made by plasma-assisted sputter deposition on a chemically cleaned glass
substrate. In Fig. 2, we show Atomic Force Microscopy (AFM) images of a 20 nm, 5.0 nm, and
2.3 nm thick Ru layer, deposited on glass. From these images, we find that the root mean square
(RMS) surface roughness values are 520 pm, 580 pm, and 460 pm for the 20 nm, 5.0 nm, and 2.3
nm thick layer samples, respectively. We also took an AFM image of the glass substrate (not
shown here) and obtained an RMS roughness value of 430 pm. Ellipsometry measurements on
a thick 107 nm Ru layer have shown that the Ru layers have a complex refractive index of ñ =
3.0 + 5.7i and ñ = 5.9 + 6.0i at 400 nm and 650 nm, respectively. Furthermore, for all Ru layer
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Fig. 1. Schematic drawing of the setup used in our experiments. The output of a 1 kHz
repetition rate regenerative amplified Ti:Sapphire laser is split into a pump beam and a probe
beam. The pump first travels through an optical delay line after which the optical frequency
is doubled using a BBO crystal. Afterward, the pump is optically chopped to reduce the
repetition rate by 50%. The pump is split into two beams. These two pump beams overlap
in time and, noncollinearly, in space to form an intensity grating on the Ru surface. The
probe is sent to an optical parametric amplifier (OPA) set to generate a signal beam with a
wavelength of 1300 nm. This beam is subsequently frequency-doubled to create a beam
with a central wavelength of 650 nm. Afterward, the probe beam is focused onto the sample
in the same spot as the pump pair.

thicknesses we have measured an absolute absorption between 27% and 34% at a wavelength of
400 nm.

Fig. 2. AFM images of three Ru layers on glass with thicknesses of 20 nm (a), 5.0 nm (b),
and 2.3 nm (c). The RMS surface roughness for these thicknesses is 520 pm, 580 pm, and
460 pm, respectively.

3. Results and discussion

In the transient-grating measurements discussed below, the surface area on the sample illuminated
by the pump and probe beam was kept constant, for each sample. The pump power was adjusted
to values below the damage threshold of each sample. It was found that thinner samples were
damaged at lower fluences than thicker samples. Nevertheless, we found that the maximum laser
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fluences deposited on these layers before damage occurs were surprisingly high. For example, on
a Ru layer of 5 nm thick, damage only occurred when each of the pump pulses incident with
a 500 µm diameter spot had a fluence of 2 ×10−3 J/cm2. This is most probably related to the
high melting point of Ru and the fact that Ru seems to adhere to the surface of the glass very
well, in contrast to a material such as gold. The probe beam power was chosen to maximize
signal-to-noise, but low enough to ensure that no self-induced probe reflection changes were
measured. Although we are primarily interested in thin layers with a thickness of less than 20
nm, we also performed experiments on a relatively thick layer of 107 nm Ru for comparison.

3.1. 107 nm thick Ru

In Fig. 3, we plot the time-dependent normalized diffraction efficiency of a 107 nm Ru layer as a
function of time delay between the pump and probe pulses. The solid line going through the data
points is a running average over three data points. At t = 0 ps we measure a pulse-length-limited
increase in the probe diffraction efficiency. This response is attributed to the quasi-instantaneous
heating of the electron gas, creating a grating in the electron temperature [38]. Afterward,
the electron gas energy thermally diffuses into the material, while simultaneously cooling by
transferring energy to the lattice via electron-phonon coupling [12,39]. This causes the lattice to
heat up in the same spatially periodic manner as the incident intensity profile. Consequently, a
grating in the lattice temperature is generated, which manifests itself as a background diffraction
signal. The lattice energy will thermally diffuse deeper into the material, lowering the temperature
near the surface where the probe pulse samples the grating to a depth roughly equal to the probe
optical penetration depth of 8.5 nm. This causes the background diffraction to decay within
100-150 ps.

Fig. 3. Transient-grating pump-induced diffraction efficiency of the 650 nm central
wavelength probe beam on a 107 nm Ru layer deposited on glass, as a function of time. The
black dashed line is a calculation of the diffraction efficiency induced by a combination
of the strain- and thermo-optic effect. This calculation does not include damping of the
acoustic wave or partial transmission of the wave into the glass substrate.

Superimposed on the background diffraction we measure periodic perturbations in the
diffraction efficiency. These perturbations are caused by a strain wave that is launched near the
surface due to rapid lattice heating which creates a thermal stress [3,40]. The strain wave travels
through the Ru layer, partially reflects off the substrate, and travels back to the Ru/air interface,
where it is detected by measuring the probe diffraction. The acoustic echo can induce changes
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in the diffraction efficiency via both the strain-optic effect and by physical displacement of the
surface [4,6,7]. From the periodicity of the acoustically induced diffraction changes, we can
determine that the speed of sound for our 107 nm thick ruthenium layer is approximately 6030
m/s, which is close to the literature value for the speed of sound in bulk Ru of 5970 m/s [41].

To simulate the strain wave-induced-diffraction, we start with the transient temperature
distribution of the Ru layer after excitation with an ultrafast laser pulse. The most widely
used model to calculate the temperature dynamics of metals after optical excitation is the
two-temperature model (TTM) [42]. In the TTM, energy exchange between the lattice and the
electron gas is governed by a set of two coupled differential equations [42],

Ce(Te)
∂Te

∂t
=
∂

∂z

(︃
ke(Te, Tl)

∂Te

∂z

)︃
− g(Te − Tl) + S(z, t),

Cl
∂Tl

∂t
= g(Te − Tl),

(1)

where Te and Tl are the electron and lattice temperature, respectively, ke is the electron thermal
conductivity, z is the depth inside the sample, g the electron-phonon coupling constant, S the
laser source term and Ce and Cl the heat capacities of the electron gas and the lattice, respectively.
The temperature dependence of the electron gas heat capacity and the electron gas thermal
conductivity are given by Ce(Te) = AeTe and ke(Te, Tl) = ke,0Te/Tl, respectively, where Ae is the
specific heat constant of the electron gas and ke,0 is the electron gas thermal conductivity at room
temperature. From this set of differential equations, we see that the electron gas will absorb
the energy from the laser, after which the electron gas energy will diffuse deeper into the metal,
transferring energy to the lattice, thereby heating the lattice. Rapid heating of the lattice will set
up a thermal stress σth

z , given by [3,43]

σth
z (z, t) = −3Bβ∆Tl(z, t), (2)

where B is the bulk modulus of the metal, β the coefficient of linear expansion and ∆Tl the
increase in lattice temperature. In order to calculate the thermal-stress-induced-strain wave inside
our Ru layers, we follow the derivation as given by Thomsen et al. [43], where we numerically
solve the equations of elasticity in the z-direction,

sz(z, t) =
∂u(z, t)
∂z

,

σz(z, t) = σstr + σ
th
z = (λ + 2µ)sz(z, t) − 3Bβ∆Tl(z, t),

ρ
∂2u(z, t)
∂t2

=
∂σz(z, t)
∂z

,

(3)

where sz(z, t) is the strain, σz is the total stress, which is the sum of the thermal stress σth
z and the

stress induced by the strain wave σstr, λ and µ are the Lamé parameters, u is the displacement and
ρ is the density of the material. The periodicity of the transient-grating of 6 µm is approximately
three orders of magnitude larger than the sample thickness. This could, in principle, lead to the
generation of shear waves which, for the grating period in our experiment, would have a temporal
period much longer than the time scale of our experiment, and can thus be ignored [44]. We
numerically solve the differential equations given in Eq. (3) by employing a central difference
method.

The lattice temperature increase will also influence the diffraction via a thermally-induced
spatial grating in the dielectric function, referred to as the thermo-optic effect. We can calculate
how the strain-optic, thermo-optic, and surface displacement effects influence the diffraction
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efficiency with [43,45],

ηdisp = |irkzh0(t)|2 ∝
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|︁|︁|︁|︁2 , (4)
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ηtot ∝ |irkzh0(t) + δrstr + δrth |
2 , (7)

where ηdisp, ηstr and ηth are the diffraction efficiencies induced by only the displacement, strain
and thermal effects, respectively. ηtot is the total diffraction efficiency from a combination of
the effects caused by displacement, strain and a thermal background, r the complex optical
reflection coefficient, kz the z-component of the k-vector of the probe beam, h0 the strain-induced
displacement at the surface, L the layer thickness, δrstr and δrth the changes to the complex
reflection coefficient caused by the strain and the thermal background, respectively, kstr the
strain-optic coefficient, n the real part of the refractive index, dp the penetration depth of the
incident probe light, and kth the thermo-optic coefficient. For ruthenium, the strain-optic and
thermo-optic coefficients are, to the best of our knowledge, not known and are thus used as fitting
parameters in our calculations. In Fig. 4 we show calculations of the displacement-, strain-, and
thermally- induced normalized diffraction efficiencies separately, for the 107 nm Ru layer. Note
that, according to Eq. (7), we cannot simply add the different components of the diffraction
efficiencies themselves to get the total diffraction efficiency.

Fig. 4. Calculated diffraction efficiency of only the strain-optic, only the thermo-optic and
only the displacement effects. All contributions have been normalized to their respective
maximum.

If we compare the shapes of the calculated diffraction curves with the measurement, we see that
we find the best resemblance if we take into account only the strain-optic and thermo-optic effects.
The dashed curve in Fig. 3 is the calculated diffraction efficiency taking only the strain-optic
and thermo-optic effect into account, using the bulk literature values for the Lamé parameters.
If we take diffraction induced by surface displacement into account, agreement between the
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measurement and the simulation is not possible. From our simulations, we find the best agreement
between the measurement and the calculations when kstr/kth = 4.5 × 104 × e1.5πi. The phase
factor in this fraction represents the difference between the strain-optic and thermo-optic induced
optical phase.

3.2. Ultrathin layers

As discussed in the previous section, in the 107 nm thick Ru layer, temporally separated acoustic
echoes are measured. When the Ru layer thickness is decreased, it is no longer possible to separate
the acoustic echoes in time. This is demonstrated in Fig. 5(a), where we plot the time-dependent
diffraction efficiency of two Ru layers with thicknesses of 20 and 5 nm. The total incident pump
pulse energy equals 12 µJ and 34 µJ for the 5 nm and 20 nm thick Ru layers, respectively. For
both layer thicknesses, we measure a pulse-length-limited increase in diffraction efficiency at t =
0 ps, similar to the measurement performed on the 107 nm Ru sample. However, for the samples
shown here, we measure periodic sinusoidal oscillations with a decreasing amplitude on top of a
decreasing background. The diffraction efficiency induced by the acoustic waves is on the order
of 10−9.

Fig. 5. Transient-grating pump-induced changes to the diffraction efficiency. (a) The
measured diffraction efficiency for 20 nm and 5 nm thick Ru layers on a long timescale. (b)
The measured diffraction for multiple layer thicknesses, here the curves have been normalized
to their respective electronic peaks and have been given an offset for clarity.

When the Ru layer thickness is on the same order as the electron energy diffusion depth the
entire layer will heat up homogeneously. Using the two-temperature model, given by Eq. (1),
we can calculate that for Ru layers thinner than about 25 nm, the entire layer is homogeneously
heated within 4 ps or less. Thus, isotropic stress is formed in the layer, generating a standing
acoustic wave, formed by the addition of two counter-propagating acoustic waves. Since the
penetration depth of the probe light is approximately 8.5 nm, the probe will also diffract off the
acoustic-wave-induced grating at the Ru/glass interface for the ultrathin layers discussed here.
The light diffracted off the Ru/glass interface will accumulate an additional optical phase that is
determined by the layer thickness and by the phase shift that occurs upon reflection/diffraction
off the interface. The difference in optical phase between the beams diffracted off the Ru/glass
interface and off the grating at the surface can cause interference between the two diffracted
beams and should be considered in future attempts to simulate the measurements.

For the ultra-thin layers, as compared to the 107 nm Ru layer, we would initially expect
a constant, thermally induced, background diffraction, since the lattice temperature is equal
throughout the entire layer. However, a gradually decreasing background is present. This is
attributed to the slow energy diffusion into the underlying glass substrate. We note that this
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is different for the 107 nm thick Ru layer where the relatively slow decay was determined by
diffusion of thermal energy deeper into the Ru itself.

The optically generated standing wave results in periodic oscillations in diffraction efficiency
after approximately 1 ps. The frequency of such a standing wave is determined by the layer
thickness d and the speed of sound of the material vc and is given by f = vc/2d. If we use the
known layer thicknesses and the speed of sound derived from the 107 nm Ru sample, we find
that the expected oscillation frequencies are 603 GHz and 150 GHz for the 5 nm and 20 nm
thick Ru layer, respectively. However, the measured frequencies of the acoustic oscillations are
approximately 420 GHz and 130 GHz for the 5 nm and 20 nm thick layers, respectively.

To investigate the discrepancy between the expected and measured sound frequencies, we
performed pump-probe measurements on multiple Ru layer thicknesses, from 1.2 to 20 nm, as
shown in Fig. 5(b). Note the shorter timescale when compared to Fig. 5(a). All curves have been
normalized to their respective electron diffraction peak at t ≈ 0 ps and have been given a vertical
offset for clarity. The figure shows that we measure a general increase in the apparent frequency
of the acoustic waves when the layer thickness decreases, as expected. The layer thicknesses
have been determined by accurately calibrating the deposition rate of the sputter-coater using
a profilometer to measure the thickness of a relatively thick layer of Ru. In addition, after
deposition, the layer thicknesses have been experimentally confirmed for the 5.0 and 20 nm thick
Ru layer samples using ellipsometry.

To better show only the acoustic-wave induced diffraction efficiency, we removed the thermal
background by subtracting an exponentially decaying function with a single time constant from
the data, see appendix A for more detail. The results are shown in Fig. 6(a). The black dashed
line going through each data set represents a fit to the data with a single frequency, exponentially
damped sine. In the inset of this figure, we show a zoomed-in version of the 1.8, 2.3, and 3.3 nm
measurements. Close inspection of the data shows that the fit slightly deviates from the measured
data. The frequency, or the phase, of the measured oscillating acoustic diffraction efficiency
changes as a function of time. This was confirmed by repeating the experiment several times.

Fig. 6. (a) Measured diffraction efficiency of multiple layer thicknesses, also shown in
Fig. 5(b) but with the thermal background removed. The dashed lines correspond to a fit of
a single-frequency, damped sine to the data. (b) The speed of sound extracted from the fit as
a function of layer thickness.

If we initially ignore this, as the effect seems to be fairly small, and assume a single-frequency
acoustic signal, we can extract the frequency from the fit and, combined with the Ru layer
thicknesses, we can calculate the effective speed of sound for all Ru layers. This is shown in
Fig. 6(b). We find that the effective speed of sound strongly depends on the layer thickness,
ranging from 1555 ± 80 m/s for a layer thickness of 1.2 nm to 6030 ± 70 m/s for a layer thickness
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of 107 nm. It has been shown that the sound velocity in thin metal films can decrease as a
function of layer thickness due to the thin-film softening effect, which has been reported for thin
films of Au [46,47] and Ni [48]. It has also been shown that Young’s modulus can decrease
with decreasing layer thickness due to changes in crystal structure and grain size [49], which
directly influences the speed of sound. Furthermore, although difficult to see in the AFM and
SEM measurements, we suspect that the thinnest Ru layers, ≤ 1.8 nm, may not be continuous.
This most likely influences the effective speed of sound as well. We caution, however, that Ru can
oxidize and form an oxide layer at the surface of ≈ 1 nm thickness. The consequences of these
effects on the observed sound velocity and, thus, the sound frequency are difficult to predict.

Another interesting observation is that we measure an increase of the acoustic damping rate for
decreasing layer thicknesses, as can be seen in Fig. 7. The red dots show the measured damping
rate versus the frequency of the acoustic waves. The blue dot represents the measured damping
rate for the frequency corresponding to the 1.2 nm thick Ru layer. Accurate determination of the
frequency of the acoustic wave is not possible for the 1.2 nm thick layer because there is only half
a period of the oscillation present, as can be seen in Fig. 6(a). However, we do find the strongest
damping rate for the frequency corresponding to the 1.2 nm thick layer. The error bars have been
determined as the range of frequencies and damping rates for which a reasonable fit to the data,
as shown in Fig. 6(a), could be obtained. For the analysis that follows, the blue data point has
been excluded due to the relatively high uncertainty in the estimated frequency of the acoustic
wave in the 1.2 nm thick layer.

Fig. 7. The red dots show the damping rate versus the frequency of the acoustic wave. The
blue dot corresponds to the damping rate acquired for the 1.2 nm thick Ru layer, for which
an accurate oscillation frequency could not be determined. The yellow crosses represent the
calculated damping rate caused by interface roughness and the dashed line going through
the crosses acts as a guide to the eye. The blue triangles represent the calculated damping
rate caused by transmission of acoustic energy into the substrate, and again, the dashed line
going through the triangles acts as a guide to the eye.

An important mechanism for the observed signal decay in our setup is most likely that sound
waves are partially transmitted every time they reach the Ru/glass interface. The transmission
and reflection values are determined by the acoustic impedance mismatch between the Ru and
the glass. If this mismatch were independent of the frequency, the decay rate would still increase
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for higher frequencies because at higher frequencies, there would be more reflections of the
acoustic wave from the Ru/glass interface per unit of time. Another way of phrasing this is to say
that the decay time expressed in units of the number of periods of the acoustic wave, would be
constant. However, from our measurements we see that the decay is faster for higher frequencies,
which may be an indication that the acoustic impedance of the Ru changes as well. This can
be understood from the fact that the acoustic impedance of a material is given by Z = ρvc.
Thus, from the measured (see Fig. 6(b)) frequency-dependent speed of sound, we can calculate
the frequency-dependent acoustic impedance of the ruthenium. Combined with the acoustic
impedance of the glass substrate, Zsub = 12.5×106 Ns/m3 [4], we can calculate the acoustic
reflection coefficient for the Ru/glass interface, using

R(f ) =
(︃
ZRu(f ) − Zsub

ZRu(f ) + Zsub

)︃2
, (8)

where ZRu(f ) is the frequency-dependent acoustic impedance of ruthenium. The calculated
acoustic impedance at the different measured frequencies can be found in Table 1.

Table 1. Calculated acoustic impedance of Ru at the
different measured acoustic frequencies.

Frequency (GHz) 131 421 564 659 693

ZRu (106Ns/m3) 64.4 52.5 46.4 37.7 31.1

From the acoustic reflection coefficient, we can derive the frequency-dependent decay rate of
our measured diffraction signal caused by the loss of acoustic energy into the substrate, which
is shown by the blue triangles and the blue dashed line in Fig. 7. We find that the shape of
the damping rate caused by substrate losses matches the measured shape of the damping rate
reasonably well, despite a quantitative difference in strength. However, we note that the acoustic
impedance depends not only on the speed of sound but also on the density. So far, we have
used the bulk value for the density of ruthenium in these calculations but, perhaps, the density is
different for these thin layers. A more precise calculations would therefore require knowledge
of the layer thickness-dependent density of the ruthenium, which we do not have access to.
For the present calculation, a fixed ruthenium density has been assumed of 12.45 g/cm3 [41].
Qualitatively speaking, the agreement of the calculated frequency-dependent damping rate with
the measured damping rate would improve if we could assume a higher ruthenium density than
the bulk value.

Another mechanism which could contribute to damping of the signal is the surface roughness
of the Ru layers. The surface roughness leads to a distribution of the effective thickness across
the entire layer. Such a variation in the effective thickness could lead to the generation of a
broader spectrum of generated sound frequencies that would give rise to a more strongly damped
signal. Note that if the RMS values of the surface roughness are not strongly dependent on layer
thickness, the ratio of the RMS roughness value and the layer thickness will determine the relative
spread of generated frequencies. Thin layers would thus give rise to a more strongly decaying
signal. By taking the height distribution of the ruthenium directly from AFM measurements
for each layer thickness, we can calculate the width of frequency distribution of the acoustic
wave. From this, we extract the damping rate as a function of the layer thickness, and thus
the frequency. The result of this calculation is shown as the orange crosses and the orange
dashed line in Fig. 7. We see that the calculated damping due to Ru/Air interface roughness is
close to the measured damping rate. However, AFM images show that the glass substrate has a
similar surface roughness as the Ru, meaning that the effective thickness could be homogeneous
throughout the entire layer if the Ru follows the glass topography. Nevertheless, at this moment
we cannot determine whether the topography of the Ru exactly copies that of the glass. This
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means that we cannot state with certainty that the surface roughness could explain the measured
rapid damping of the acoustic wave for the thinnest layers.

We note that other decay mechanisms exist as well, such as viscous damping [3,50] which
can give a decay which quadratically depends on the frequency. However, our experimental
results currently do not allow us to conclude whether interface roughness and/or viscous damping
contribute to the measured frequency-dependent damping rate which appears to be dominated by
partial transmission of the acoustic wave into the substrate.

3.3. Pump power dependence

In Fig. 8(a) and (b) we show time-resolved pump-probe diffraction measurements on the 5 nm
Ru layer and on the 2.3 nm layer, respectively, as a function of the sum of the energies of the
two pump pulses. Again, the thermal background has been removed by subtracting a decaying
exponential function. The dashed line represents a fit to the data with a single frequency, damped
sine. However, rather than fitting to the whole waveform as we have shown in Fig. 6(a), here we
start the fit at 2 ps and 1.8 ps for the 5 nm and 2.3 nm layers respectively, indicated by the vertical
dashed red lines. The fitted function is then extrapolated back to t = 0 ps. From the fit, we extract
acoustic frequencies of 420 ± 10 GHz and 750 ± 15 GHz for the 5.0 nm and 2.3 nm thick layers,
respectively. We observe a mismatch between the measured data and the extrapolated sinusoidal
fit in approximately the first 2 ps after excitation. This could be due to several reasons. One
reason might be that the method used for the subtraction of the thermal background is not perfect.
Subtraction of an exponential fit to correct for the slowly decaying lattice temperature during the
time that the electron gas cools and still heats the lattice could lead to unreliable results in the
first two ps.

Fig. 8. Measured pump-power dependence of the diffraction for a 5 nm (a) Ru layer and a
2.3 nm (b) Ru layer. The black dashed lines are single frequency dampened sinusoidal fits to
the data, starting from the dashed vertical red line and extrapolated backwards to t = 0.

Another reason might be that the frequency of the acoustic wave changes as a function of the
lattice temperature. The latter hypothesis is supported somewhat by the fact that TTM calculations
show that, under our experimental conditions, the lattice temperature rapidly increases and
reaches high values, but stabilizes and remains constant after approximately 2 ps, see Appendix B
for more details. However, as we will show later, the frequencies measured after 2 ps when the
lattice temperature has stabilized, do not depend on the pulse energy and therefore the lattice
temperature. This rules out a temperature dependent frequency. After 2 ps the fit matches the
data almost perfectly, showing no changes in the frequency of the acoustic wave.

Note that, using the TTM, our calculations show that the lattice temperature in our samples
somewhat exceeds the melting point of Ru for the highest pump powers, even when using
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temperature-dependent thermodynamic properties such as the electron-phonon coupling constant
and the lattice heat capacity [51]. However, our TTM calculations do not take into account the
latent heat of melting, which has been shown to play a key role in high power optical experiments
on Ru layers [52]. It has been shown that taking the latent heat of melting into account will keep
the (lattice) temperature of the Ru at the melting temperature for a little longer, for pulse energies
that are somewhat higher than needed to reach the melting point temperature [52].

In Fig. 9, we show the frequency and phase extracted from the fits, indicating that the frequency
and phase, after 2 ps, remain nearly constant. What is surprising here is that for both thicknesses
and all pump-powers, the measured starting phase obtained by extrapolating the fit back to
t=0 approximately equals −π/2. This would seem to suggest that at t = 0 there is a non-zero
acoustically induced diffraction efficiency. It has been shown that hot electron pressure can also
contribute to the generation of stress [53]. Since the stress generated by the hot electron pressure
occurs on a somewhat faster timescale than the stress generated by the lattice, the phase of the
strain generated by the electron pressure induced stress will be different from the phase of the
lattice-heating-induced strain, which changes the phase of the total strain [54].

σe = γe∆Ee, (9)

where γe is the electronic Grüneisen parameter and ∆Ee is the change in electron gas energy. A
similar relationship holds for the lattice temperature-induced stress, which scales linearly with
the lattice Grüneisen parameter γl. The presence of a significant addition to the strain wave
generation by electron pressure has been shown for ultrathin Ni layers [48], where γe>γl. For
ruthenium, however, we have γe ≈ 0.8 and γl = 2.3 [55], which means that γe<γl. Attempts to
describe the non-zero starting phase by simulating the layer expansion using a driven harmonic
oscillator model [54] where we include electron pressure (not shown here) indicates that its
contribution is indeed small and, therefore does not change the phase of the acoustic wave
significantly. As electron pressure appears to be an unlikely candidate to explain why the back
extrapolated fit has a non-zero value at t = 0, we speculate that during the first 1.8-2.0 ps the
phase/frequency of the acoustic wave changes.

Fig. 9. The starting phase and the frequency of the generated acoustic wave, extracted from
the fits shown in Fig. 8(a) and (b). Note that for both thicknesses the frequency and phase
remain almost constant as a function of pump pulse energy and that the phase equals -π/2
for all pump powers.
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4. Conclusion

In this paper, we have shown the ability to generate high-frequency laser-induced acoustic
waves in thin Ru layers deposited on glass. We find that for a relatively thick layer of 107
nm Ru, a traveling strain wave is created that perturbs the optical properties periodically and
propagates with approximately the bulk speed of sound. Based on our simulations, we find
that the acoustically induced optical response of the Ru layer is governed mostly by the thermo-
and strain-optic effects. For ultra-thin Ru layers with thicknesses ranging from 1.2 to 20 nm
deposited on glass, we demonstrate that we are able to generate extremely high-frequency
acoustic waves with frequencies up to 750 GHz. We find that that the speed of sound for
these thin layers strongly depends on the layer thickness and thus the frequency of the strain
wave. We attribute the layer thickness-dependent speed of sound to possible thin-film softening
effects and changes in grain size. Furthermore, this effective frequency-dependent speed of
sound results in a frequency-dependent acoustic impedance mismatch between the Ru and the
glass substrate, leading to a faster decay of the measured signals with increasing frequency.
Moreover, the frequency of the acoustic waves appears to be constant after approximately 2
ps. By back-extrapolation of the signal, we observe an apparent initial phase of −π/2 for the
acoustic-induced optical response. This would suggest that there is a non-zero acoustically
induced diffraction efficiency at t = 0. Electron pressure could in principle explain this measured
behavior. However, we have calculated that the strain wave generated by the electron pressure in
Ru layers is not strong enough to significantly change the phase of the acoustic wave. Therefore,
as a non-zero starting phase seems unlikely, we speculate that the phase/frequency of the acoustic
wave changes during the first 2 ps after optical excitation.

Appendix A: thermal background removal

For the analysis of the measured acoustic signals from the ultrathin Ru layers, it is important
that we separate the acoustic behavior from the slowly decaying thermal background signal. As
mentioned in the main body, we attribute the slow thermal decay to lattice heat diffusion into the
substrate.

The different steps in the background removal procedure are shown in Fig. 10, where we show
the background removal for the 3.3 nm thick Ru layer. First, we take the nearest neighbor average
of the data with two neighbors. Visual inspection of the data reveals that there are two decay time
scales. First, we observe a rapid decay in the first picosecond, caused by cooling of the electron
gas. Afterward, we observe a slow exponential decay up until the end of our signal, attributed to
heat diffusion into the substrate. We truncate the measured signal at t = 0.7 ps, indicated by the
vertical black dashed line. Truncation of the measured signal is required to largely eliminate the
part of the signal caused by the electron dynamics. We have experimented with several truncation
times and found that the shortest truncation time where still good agreement between the fit
to a single exponentially decaying function and the data is realized, equals t = 0.7 ps. Good
agreement between the fit and the data is determined by looking at the overlap between the fit
and the data at timescales where the acoustic oscillations have mostly decayed. The function
used to fit the background is given by,

f (t) = aeb(t−c) + d, (10)

where a, b, c, and d are fitting parameters. The exponential fit is shown as the red-dashed line in
Fig. 10. After this, the exponential background is subtracted from the data and we are left with
the yellow curve, also shown in Fig. 10.
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Fig. 10. The different steps undertaken to remove the slowly decaying thermal background
from the measured signal on the 3.3 nm thick Ru layer. In green, we show the nearest
neighbor average of the normalized acoustic-wave-induced diffracted probe signal as a
function of pump-probe delay. The red curve shows the exponential fit to the data truncated at
the time t = 0.7 ps, indicated by the vertical dashed line. After subtraction of the exponential
fit, we end up with the acoustic signal shown in yellow.

Appendix B: two-temperature calculations

We numerically solve the TTM, according to Eq. (1), to obtain the time-dependent electron and
lattice temperature distributions for the Ru layers. The material parameters used in the TTM
are shown in Table 2 and the experimental conditions are the same as those described for the
experimental results shown in Fig. 8.

Table 2. ruthenium material parameters used in the
TTM calculations, taken from Ref. [28].

Parameter Value

Ae(Jm−3K−2) 385

k0(Wm−1K−1) 117

g(1016Wm−3K−1) 185

Cl(106Jm−3K−1) 2.95

In Fig. 11(a) and (b) we show the calculated electron and lattice temperature, respectively,
as a function of time in the middle of the Ru layer. Due to the small layer thickness and the
high thermal conductivity of the Ru, the layer is heated homogeneously. The source term used
to simulate heat absorption by the laser in Eq. (1) is calculated using a so-called three-layer
model. This model calculates the electric and magnetic field at all locations inside the sample as
a function of time, and takes into account all optical interface reflections and their interference.
Using the electric and magnetic field we can calculate the absorbed energy per unit volume and
per unit time using Poynting’s Theorem [56]. Since we excite the sample using a transient-grating
geometry, we only deposit energy into the sample in the bright fringes of the grating, whereas
no energy is deposited into the dark fringes of the grating. To take this effect into account, the
incident total laser energy is multiplied by a factor of two to get the deposited energy inside a
bright fringe of the transient grating.

From the TTM calculations we see that immediately after excitation, the electron temperature
starts to rise quickly, after which the electron temperature cools down to a constant value within
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Fig. 11. Electron (a) and lattice (b) temperature as a function of time in the center of a 5 nm
thick Ru layer in a bright fringe of the transient grating. The legend shows the total energy
of the two incident pump beams which form the transient grating.

2 ps via energy transfer to the lattice. Due to the energy transfer from the electrons to the lattice,
the lattice temperature starts to gradually increase. After 2 ps, the lattice temperature has also
reached a constant value. It should be noted that for the two highest pump powers, the calculated
lattice temperature exceeds the melting temperature of ruthenium, which equals 2583 K [41].
However, our samples did not show any sign of material damage, even after prolonged exposure
to the laser pulses. Therefore, we tentatively conclude that the temperature of our Ru layer in
the experiments did not exceeded the melting temperature. One explanation for this could be
that our TTM calculations do not take the latent heat of melting into account. This will keep the
Ru temperature fixed at the melting point temperature for a limited range of increasing pump
energies [52]. In addition, there is some uncertainty in the measured excitation and material
parameters and, thus, in the final temperatures reached. The TTM calculations for the 2.3 nm
thick Ru layer show the same dynamics as those for the 5.0 nm thick Ru layer.
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