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Summary

Electronic devices, such as personal computers and smartphones, are con-
tinuously growing in terms of calculation power, while their dimensions are
shrinking, making them convenient tools for daily-life activities and business.
To obtain smaller but powerful devices, manufacturers use more complex
circuit design for their microchips. Modern circuits are no longer limited to
one plane, but also extend also in the vertical dimension, transforming the
microchip into a 3D architecture at small scales. Manufacturers need to be
very precise in the fabrication steps to have all the different layers accurately
aligned. Before printing a circuit on a new layer, the machine determines
the position of the silicon wafer using optical alignment sensors. The align-
ment process relies on the collection of light diffracted by alignment gratings
etched on the wafer. Interferometric measurements of the phase difference
between the +1𝑠𝑡 and -1𝑠𝑡 diffraction orders allow the determination of wafer
position with sub-nm accuracy. However, the complexity of the circuit de-
sign sometime requires that multiple material layers are deposited on top of
the wafer. In such cases, the alignment gratings become invisible to light.
In contrast, sound would still be able to propagate through such optically
opaque layers.

The combination of light and sound can be used to detect and image struc-
tures under opaque layers. In this thesis, we present the result of our stud-
ies on imaging and metrology through metal layers using laser-induced ul-
trasound. Ultrafast lasers can generate acoustic waves at high frequencies
through the thermoelastic effect. The absorption of the energy of the laser
pulse is followed by an increase in temperature and a subsequent expansion
of the metal lattice. Stress is generated in the lattice, launching an acoustic
wave inside the metal layer. The acoustic waves travel through the layers
that compose the samples, reflecting off different interfaces and returning to
the surface. When the reflected acoustic pulse comes back to the surface, it
causes a change in the optical constants, as well as a physical displacement
of the surface. A second laser pulse can be used to detect these changes in
optical properties of the surface caused by the acoustic wave. In our research,
we performed pump-probe experiments to study the generation, propagation
and detection of ultrasound waves in metal layers.

ix



x Summary

After a small review on laser-induced ultrasound in Chapter 2, we present
the experimental results. Chapter 3 reports the pump-probe measurements
on gold layers in the first 10 ps after the pump pulse. The energy of the
pump laser is partially absorbed by the free-electron gas, which increases its
temperature. The electron gas thermalizes with the lattice. Simultaneously
the electron energy diffuses out the excitation region. As a result, the lattice
temperature rises over a depth that extends beyond the optical penetration
depth. The extension of the heated region determines the properties of the
acoustic waves. The results of Chapter 3 show how the electron dynamics are
influenced not only by the electron-phonon coupling of the metal illuminated
by the pump laser but also by the thickness of the metal and the presence
of a buried layer.

Acoustic wave generation and propagation occur at a longer time scale. Mea-
surements for longer pump-probe time delay are reported in Chapter 4 and
Chapter 5. For these measurements, we use two different configurations to
generate ultrasound waves and study different propagating modes. In the
experiments presented in Chapter 4, we use a transient grating to pump
free-standing metal layers. A grating-shaped acoustic wave is launched in
the metal layer. We measure the diffraction of the probe beam as function of
delay time to detect the acoustic waves. The experimental results are used
in combination with an advanced numerical model to distinguish the contri-
bution of the surface displacement and the strain-optic effects to the signal.
In the simulations, based on the numerical model, we observe various mode
of the propagating waves. In particular, we can identify the Lamb waves
supported by a free-standing layer. Lamb waves are guided modes propa-
gating in the lateral direction along the surface. In the experiment reported
in Chapter 5, we use a focused pump beam to generate Lamb waves that
propagate radially from the pump spot. We measure the reflectivity change
of the surface. To study the evolution of Lamb waves in the lateral direc-
tion, we scan the position of the probe beam. Reflectivity measurements for
different distances between pump-probe are included in this chapter. The
analysis of the measurements is performed using a 2D version of the numer-
ical model, which allowed the identification of the main component to the
lateral propagation as the 𝑆0 symmetric Lamb mode. Furthermore, the fit of
the numerical model to the measurements enables quantification of several
material parameters, such as the strain-optic coefficients.

The strain-induced relative reflectivity changes induced by the acoustic wave
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are on the order of 10−4. In the experimental setup, we use a lock-in amplifi-
cation scheme to improve the signal to noise ratio of the signal coming from
the detector. To increase the signal strength, we explore the physics under-
lying the detection of acoustic waves. The detection of the strain-induced
reflectivity changes is subject to the light-matter interaction at the material
interface. Boundary conditions require that the stress is always zero at the
surface. Having zero stress at the surface greatly influence the detectable
signal since the probe intensity is highest at the surface. In this case, the
signal strongly depends on the penetration depth of the probe and the strain
within this depth range. In metals, the penetration depth is on the order of
a few nm, resulting in a limited detection efficiency of the acoustic waves.
In Chapter 6, we show numerical and experimental evidence of the role of
boundary conditions on the detection of acoustic waves.

In the final chapter of the thesis (Chapter 7), we show an application of laser-
induced ultrasound. A scanning pump-probe microscope has been built to
detect and to image structures buried underneath opaque layers. We find
that the returning echoes provide sufficient contrast to reconstruct the to-
pography of buried interfaces. The resolution of the microscope is limited
by the spot size of the probe beam,beam, and that the presence of the metal
layer does not degrade this resolution. We compare the images obtained
with the scanning pump-probe technique with AFM images, recorded from
the structured side of the samples. The height profiles determined from the
spatially resolved pump-probe time delay scans agree with the AFM refer-
ence measurements within the experimental accuracy.
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2 1. Introduction

1.1. Motivation
During the last century, the world has witnessed exponential technological
growth in the field known as Information and Communication Technologies
(ICT). Just before the beginning of the 20𝑡ℎ century, the first radio was in-
vented. The first computers were used by English cryptologists to decipher
the encrypted communication of the German army during World War II.
These computers were as large as laboratory rooms. However, in the last
decade of the century, it became common to find devices like telephones and
Personal Computers (PC) in every home. Fast enough, portable version of
these devices were already available in the market. In the last twenty years,
smartphones became part of our daily lives. The smartphone combines the
functionalities of both phones and computers, allowing us to communicate
with each other and do all our daily activities from any part of the world,
using a single and small device.

This technological revolution started with the invention of the transistor.
Transistors are electronic switching elements that allow electronic devices to
perform logical operations and computational tasks. A device with many
transistors can perform multiple logical operations in parallel, increasing its
computational power. This is why technological advances has an intimate
link with the miniaturization of the integrated circuit. Gordon E. Moore,
the co-founder of Intel, predicted in 1965 that the number of transistors in a
given unit of area would double every year [1]. After some time the predic-
tion was adjusted so that the number of transistors per unit area is expected
to double every 2 years. This prediction is known as Moore’s law and the
semiconductor industry uses it as guidance for their production road-maps.

Nowadays, the number of transistors per mm2 is ≈ 40MT/𝑚𝑚2 (where MT
stands for ”Mega Transistor”) [2]. To achieve ever higher transistor density
in an integrated circuit, the transistor size has now shrunken down to few
nanometers. The fabrication technique with which micro-chips are created
at nanometer scales is called ”photo-lithography”. The name itself describes
the process: light (from the Greek ”phos”) is used to print (”graphein” means
”to write” or ”to draw”) a pattern on a wafer of a semiconductor material
(”lithos” means ”stone”, referring to the silicon). Figure 1.1 illustrates the
steps involved in photo-lithography. First, a photo-resist layer is deposited
on top of the wafer. A photo-resist is a polymer with the property of chang-
ing its solubility after being exposed to short-wavelength light. Two types
of photo-resist exist: positive and negative. A photo-resist is positive if it



1.1. Motivation

1

3

Exposure

Development

NegativePositive

- Etching

Processes:

- Doping

- Deposition

Mask
UV light

Silicon wafer

Photo-resist

Figure 1.1: The photo-lithography steps. The silicon wafer is covered by a layer of photo-
resist Then, the photo-resist is exposed to UV light which passes through a mask. In this
way, a pattern is printed to the resist layer, after the development. The uncovered areas
are exposed to different kind of fabrication processes, like doping and etching. These steps
can be iterated according to the design of the microchip.

becomes more soluble after exposure to the light, while a negative resist be-
comes less soluble. In the second step of photo-lithography, we use the light
transmitted through a mask to expose the wafer with the photo-resist on
top. The mask is used to shape the intensity distribution of the light ac-
cording to a designed pattern. The development of the pattern in the resist
layer is obtained in the next step, by immersing the wafer in a developer.
The parts of the resist exposed to the light are dissolved. However, if it is a
negative resist, the unexposed parts are dissolved. At this point, the wafer



1

4 1. Introduction

parts left uncovered can go through different processes: etching, doping or
a new material deposition. All these steps are iterated multiple times until
the entire micro-chip is created.

The size of the smallest feature that can be printed is determined by the
diffraction limit and it is referred to as critical dimension (CD). This limit
is described by a modified Rayleigh equation, 𝐶𝐷 = 𝑘1

𝜆
𝑁𝐴 , where 𝑘1 is a

constant related to the fabrication process, NA is the numerical aperture of
the optical system and 𝜆 is the wavelength of the light used. From the ex-
pression of the CD, it is evident that if shorter wavelengths are used, smaller
features can be printed.

+1

-1

Detector

x

Intensity

x

Source
Reference 
grating

Figure 1.2: Working principle of the alignment sensor. The diffraction from the alignment
grating is collected. The +1 and -1 diffraction order interfere with each other on the
plane of the reference grating. The detector measures the intensity transmitted from the
reference grating while the wafer is scanned along the direction of the grating vector. An
interferogram is recorded and its signal is maximum at the centre of the grating.

ASML, a leading company in the nano-lithography industry, is delivering a
new generation of scanners, the machines where wafers are exposed to light.
The resolution of the new scanners is strongly enhanced by the use of extreme
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ultra-violet radiation at a wavelength of 13.5 nm. However, even though the
use of short wavelength light reduces the fundamentally achievable CD, there
are other aspects of the printing procedure that can degrade the performance
of the scanner. As mentioned, micro-chips are fabricated layer after layer.
Positioning of the wafer affects the vertical alignment between neighbouring
layers, degrading for example the electronic connection between them. So,
it is critical that before the exposure of the new layer the position of the
wafer is known with high accuracy. Currently, wafer alignment is done by
detecting markers in different locations of the wafer. These markers are usu-
ally gratings and their absolute position can be measured by recording the
interferogram of the +1𝑠𝑡 and -1𝑠𝑡 orders while scanning the wafer across
the grating, in the direction perpendicular to the lines. The simplified work-
ing principle is illustrated in Figure 1.2. During the scan of the wafer, the
diffraction efficiency of the grating stays the same while the phase difference
between plus and minus order changes. An example of the signal measured
by the detector as function of the grating position is shown at the bottom
of Figure 1.2. The oscillations are the result of the phase difference between
the two diffraction orders while the envelope is determined by the length of
the grating [3, 4]. This method allows aligning the wafer with an accuracy
better than a nanometer [3].

Memory cells:
Silicon Nitride
Slicon Oxide

Silicon wafer

Hard mask

Figure 1.3: The 3D NAND architecture. Alternating layers of silicon nitride and silicon
oxide films are placed on top of the silicon wafer. Memory cells composed of these two
materials can be fabricated on top of each other, increasing the memory density of the
micro-chip. A thick hardmask layer is included to protect the bilayers system during
etching processes.

The wavelengths used for the alignment sensors are usually in the visible or
infra-red range. The advantage of using light in this range is to maintain a
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good resolution while preventing the exposure of the photo-resist layer dur-
ing the alignment process, plus the availability of bright light sources and
detectors in this wavelength range. However, the disadvantage of using vis-
ible wavelength is related to the growing complexity of microchips. In fact,
more layers are added to the wafer, making the alignment targets invisible
to the light. For example, Figure 1.3 shows the design of a new architecture
for flash memory chips, called 3D NAND. The alternating layers of silicon
nitride and silicon oxide allow to stack memory cells on top of each other, in
contrast with the older design where the cells were arranged in a 2D geom-
etry side by side. The etching processes for the 3D NAND require a longer
time due to the increased thickness. As a consequence, a simple photoresist
layer can not protect the patterned area during the etching. A stronger and
more stable layer is needed. For this reason, a hardmask layer is included
in the design of the 3D NAND. This layer is often made of materials that
are opaque to IR/visible wavelength, i.e. tungsten, and it can be very thick,
even a few microns. The thick hardmask and the multiple bi-layers make it
impossible for the visible light to penetrate and see the alignment structures
at the wafer level. In the following, we present a possible solution to this
problem.

Most materials transmit sound. This property can be used to expand the
capabilities of the existing alignment sensor. We developed a method to de-
tect buried structures such as the alignment markers. With this method,
we combine the speed and the resolution of the optical wavelength with the
long penetration length of sound in many materials. The operation principle
is described in Figure 1.4. An ultrafast laser generates an acoustic wave at
the surface of the wafer. The acoustic wave propagates inside the layer until
it reaches the interface with the target stack. There, the acoustic wave is
partially reflected towards the surface. The wavefront of the acoustic wave
is modified by the presence of the structure. After the time needed for the
acoustic wave to go back and forth the entire thickness, a ”copy” of the
target structure emerges at the surface and diffraction can be measured by
illuminating the wafer with a second pulse. The diffraction orders of this
second pulse can be used as in a regular alignment sensor.

Outline of the thesis
To study the physical mechanism and the feasibility of our proposed solution
based on laser-induced acoustic waves, we have performed studies on the dif-



1.1. Motivation

1

7

Buried 
grating

Re�ected 
acoustic wave

Probe

Pump

+1-1

a)

c)

b)

d)

Figure 1.4: Light-induced ultrasound to detect buried structures. a) An ultrafast laser
pulse is absorbed by the top layer of the stack. b) After the absorption, an acoustic
wave is generated at the surface which propagates through multiple layers until it reaches
the alignment grating. c) The acoustic wave is partially reflected at the interface with
the grating and returns to the surface with a modified wavefront. There the acoustic
wave changes the optical properties of the surface according to the periodic pattern of
the grating. d) By measuring the diffraction of a second laser pulse from the surface, the
buried grating can be detected.

ferent aspects of photoacoustic measurement. The results of this study are
summarized and included in this thesis.

Photoacoustic experiments are governed by thermoelastic laws, the deforma-
tion of materials in response to temperature changes. In Chapter 2 we give
a theoretical introduction to thermo-elasticity. We describe the generation,
propagation and detection of the acoustic waves after a metal absorbs the en-
ergy of an ultrafast laser pulse. We introduce the equations that govern these
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effects and the numerical model with which we can perform simulations of
the experiments. In Chapter 3 we report the results of experiments to mea-
sure the electron dynamics in metals. This process influences the generation
of the acoustic waves inside metals. In Chapter 4 and Chapter 5 we include
the studies on the propagation of acoustic waves in metal layers. Different
modes of acoustic waves can be excited according to the different schemes
we use to excite the samples during the experiments. Chapter 6 presents a
preliminary experiment where we use transparent layers on top of metals to
amplify the detected photoacoustic signal. Finally, in Chapter 7 we present
an application of a photoacoustic microscope used to image buried structures
underneath opaque layers.



2
Thermo-elasticity: laser-induced

ultrasound in metals

Parts of this chapter have been published in Phys. Rev. Applied 13, 014010 (2020) [5]
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2.1. Introduction
The knowledge of how sound propagates in a specific medium is important
for the reconstruction of buried objects and their surrounding. We performed
photoacoustic measurements to study the propagation of ultra-sound waves
in different opaque materials. To understand the experimental results, we
developed an advanced numerical model based on thermoelastic theory. In
this chapter, we introduce both the physics and the numerical model used
during our research.

fs pulse 

y

x

fs pulse 

a) b)

c) d)

heated region

propagating
acoustic pulse

Figure 2.1: Steps of a photoacoustic experiment. a) A fs pulse illuminates the sample
surface. Its energy is absorbed by the electrons in the material. b) A gradient of the
lattice temperature is caused by the thermalization between hot electrons and lattice. c)
An acoustic wave is generated and propagates inside the material. d) The acoustic wave is
partially reflected after encountering an interface. Once it returns to the surface, it causes
atomic displacement and changes refractive index of the material. A second fs pulse is
used to measure the optical changes induced by the acoustic wave.
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Fig.2.1 gives an overview of the processes that occur after illuminating the
sample with an ultrafast laser pulse. The electrons absorb most of the energy
and thermalize with the lattice, which increases its temperature in a time of
the order of picosecond. This swift change in lattice temperature generates a
thermal stress at the surface and launches an acoustic pulse propagating into
the sample. The acoustic pulse changes the local density of the material as
it propagates, which can be seen as a propagating strain wave. The presence
of strain, together with the temperature increment, alters the optical prop-
erties of the material, thus it can be detected using a second laser pulse. In
the following, we describe in detail our three-step model on the generation,
propagation and detection of laser-excited acoustic waves.

2.2. Generation: two temperature model
Ultrafast lasers can generate high frequency acoustic waves in the GHz to
THz range. Depending on the material, different processes are involved in
the generation of acoustic waves. The dominant mechanism for sound gen-
eration in metals is thermo-elasticity [6]. Since this thesis focuses on the
generation of acoustic waves in metals, we discuss only the thermoelastic
process.

At macroscopic scales, we are already familiar with the daily experience that
when a metal is heated, it expands. This remains true at smaller scales.
After illuminating the sample with a laser pulse, the lattice temperature
increases and a thermal stress is built up. Since the thermal stress is the
origin of acoustic waves, it is important to follow the dynamics of the lattice
temperature and study how it evolves in time and space after the absorption
of the laser pulse.

In photoacoustic experiments involving ultrafast pulses, the temperature of
the lattice does not directly follow the intensity of the illuminating laser
pulse. After the illumination, only as a small part of pulse energy is absorbed
by the electrons in the metal, while the lattice remains cold. Directly after
light absorption, the electrons acquire the energy of the photons, yet their
energies have not formed a distribution, i.e., they are in a non-equilibrium
state. Via electron-electron scattering processes the electron system thermal-
izes towards an equilibrium state at an elevated temperature. In the mean
time, the electrons, while thermalizing, start to transfer their energy to the
lattice, in a process called electron-phonon coupling [7, 8]. To describe these
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processes from the absorption of a laser pulse to the electron-phonon energy
exchange, we use the following two-temperature model which describes also
electron and lattice thermal diffusion [9, 10]:

𝐶𝑒(𝑇𝑒)𝜕𝑇𝑒
𝜕𝑡 + ∇ ⋅ Q𝑒 = −𝐺(𝑇𝑒 − 𝑇𝑙) + 𝑆 , (2.1a)

𝜏𝑒
𝜕Q𝑒
𝜕𝑡 + Q𝑒 = −𝑘𝑒∇𝑇𝑒 , (2.1b)

𝐶𝑙(𝑇𝑙)
𝜕𝑇𝑙
𝜕𝑡 + ∇ ⋅ Q𝑙 = 𝐺(𝑇𝑒 − 𝑇𝑙) , (2.1c)

𝜏𝑙
𝜕Q𝑙
𝜕𝑡 + Q𝑙 = −𝑘𝑙∇𝑇𝑙 . (2.1d)

Here, C𝑒 and C𝑙 are respectively the heat capacity of the electron gas and
the lattice, k𝑒 and k𝑙 are the thermal conductivity for the electron gas and
the lattice, respectively, G is the electron-phonon coupling constant, 𝜏𝑒 and
𝜏𝑒 are the electron and lattice relaxation time [9, 10], T𝑒 and T𝑙 describes
the spatial distributions of the electron gas temperature and the lattice tem-
perature as function of time, S is the energy source term and Q𝑒 and Q𝑙 are
the heat fluxes for the electron gas and the lattice. For the lattice we do not
consider the temperature dependence of the heat capacity and conductivity.
This is justified by the fact that for our experimental conditions the lattice
temperature changes only by a few tens of Kelvin. For the electron gas, how-
ever, the temperature rise is on the order of a few thousand Kelvin, for which
the temperature dependencies cannot be ignored. Thus, we include a linear
relation for the heat capacity 𝐶𝑒 = 𝐴𝑒𝑇𝑒, and the relation 𝐾𝑒 = 𝐾0𝑇𝑒/𝑇𝑙 for
the heat conductivity [11]. The T𝑒 and T𝑙 are coupled through Eq. (2.1a)
and Eq. (2.1c). Thermal diffusions are included in the divergences term in-
volving the heat flux Q.

The source term, S accounts for the energy of the laser pulse absorbed by
the electron gas. To calculate it we use a simple Lambert-Beer law:

𝑆(𝑥, 𝑦, 𝑡) = (1 − 𝑅)𝐼0(𝑥, 𝑦, 𝑡)𝑒−𝑥𝛼 (2.2)

where R is the sample reflectivity, I0 the intensity of the incident pulse laser
and 𝛼 is the absorption coefficient which depends on the imaginary part of
the refractive index at the pump wavelength.

Lambert-Beer law can be used to calculate the absorption when the metal
layer is much thicker than the penetration length. For thinner layers a trans-
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fer matrix method is preferred. This method takes into account possible
reflection at the interfaces. A more general solution requires to solve the
Maxwell equations. However, this is strictly necessary only when the prob-
lem involves sub-wavelength structures.

The system of equations Eq. (2.1) can be solved numerically by implementing
a Finite Difference Time Domain (FTDT) scheme. In this way, T𝑒 and T𝑙
are calculated at different instants of time. In particular, from 𝑇𝑙 we can
calculate the thermal stress as [6, 12]:

𝜎𝑡ℎ = −3𝐵𝛽Δ𝑇𝐿 (2.3)
where B is the bulk modulus, 𝛽 is the linear expansion coefficient and Δ𝑇𝐿
is the increase of lattice temperature from room temperature.
The gradient of (Eq. 2.3) is used as source term in the acoustic wave equation
introduced in the next section. The spatial profile of the lattice temperatures
depends on the distance at which the electrons and lattice thermalize. From
Eq. (2.1a) and Eq. (2.1c), it can be seen that this process is regulated by the
electron-phonon coupling constant G.
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Figure 2.2: Lattice temperature calculated solving the two temperature model with a
2D-FDTD scheme. On the left the lattice temperature for 500 nm of gold (G=2.7 ×
1016 W/(m3K), and on the right for 500 nm aluminum (G=2×1017 W/(m3K). The maps
show the distribution after 20 ps from the pump pulse.

In Fig. 2.2, we show the lattice temperature distribution after 20 ps in 500 nm
of gold and aluminum. In the aluminum case, the electron-phonon coupling
constant is: 𝐺𝐴𝑙 = 2 × 1017 W/(m3K) [11]. The thermalization between
electrons and lattice happens at high rate and, hence, the electrons with
high energy have no time to diffuse much deeper than the optical skin depth.
In this situation, the lattice temperature increases only in a localized area
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near the surface of the sample. In contrast, gold is considered to have a
low electron-phonon coupling constant 𝐺𝐴𝑢 = 2.7 × 1016 W/(m3K) [7], an
order of magnitude lower than the aluminum one. In this case, the high
energy electrons have time to diffuse away from the surface before they start
thermalizing with the lattice. Because of this, the lattice heats up homoge-
neously hundreds of nanometers away from the surface of the metal.

The spatial extension of the temperature gradient has an effect on the fre-
quency spectrum generated. A spatially localized source can generate acous-
tic wave packets at higher frequency with a short pulse width [6]. We can
roughly calculate the characteristic frequency. We can, for example, con-
sider the extension of the source in aluminum to be ≈30 nm (Fig. 2.2), while
the speed of sound is ≈ 6 nm/ps. From these two quantities we obtain the
temporal pulse width, Δ𝑡 = 5 ps. Using the relation 𝑓 = 1

2𝜋∆𝑡 for the char-
acteristic frequency [6, 12], we obtain 𝑓 ≈ 30 GHz.

2.3. Acoustic wave propagation
2.3.1. The thermoelastic wave equation

The equation of motion of a point in a material is derived from Newton’s
second law applied to an infinitesimal volume around that point [13]:

𝜌𝑎𝑖 = 𝜕𝜎𝑖𝑗
𝜕𝑥𝑗

+ 𝑓𝑖 (2.4)

where 𝜌 is the density of the material, a𝑖 is the acceleration of the point
along the i direction, 𝜎𝑖𝑗 are the elements of the stress tensor corresponding
to the traction forces acting on the material in the direction i and, finally,
𝑓𝑖 are the body forces components along the i direction. In the first term of
the right hand side of the equation, the indices i and j are in place of the
x, y and z direction. We assume a sum over the the possible permutation
of the index j. Also for the proceeding we will neglect the body forces, and
consider them equal to zero (fi = 0).

In elastic theory, we can relate the stress tensor to the strain in the material
using the famous Hooke’s law. The general form of the strain-stress relation
is:

𝜎𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙𝜖𝑘𝑙 (2.5)
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where c is the stiffness coefficient tensor and 𝜖 is the strain tensor. The 81
coefficients can be reduced by symmetry considerations for both the strain
and stress tensor. Eq. (2.5) is further simplified in the case of an isotropic
material, where only 6 coefficients remain independent:

𝑐𝑖𝑗𝑘𝑙 = 𝜆𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘) (2.6)
where 𝜆 and 𝜇 are the Lamé parameters and 𝛿 stands for the Kronecker delta.
Inserting Eq. (2.6) into Eq. (2.5), the stress-strain relation for an isotropic
medium is obtained:

𝜎𝑖𝑗 = 𝜆𝛿𝑖𝑗𝜖𝑘𝑘 + 2𝜇𝜖𝑖𝑗 = 𝜆𝛿𝑖𝑗𝜃 + 2𝜇𝜖𝑖𝑗 (2.7)
where the equality 𝜃 = 𝛿𝑖𝑗𝜖𝑖𝑗 = 𝜖𝑥𝑥 + 𝜖𝑦𝑦 + 𝜖𝑧𝑧 is used. This sum is equal to
the dilatation of the material, i.e. the volume change. In fact, the strain is
linked to the components of the displacement u by the definition:

𝜖𝑖𝑗 = 1
2 (𝜕𝑢𝑗

𝜕𝑥𝑖
+ 𝜕𝑢𝑖

𝜕𝑥𝑗
) (2.8)

Substituting Eq. (2.7) and Eq. (2.8) into Eq. (2.4) returns the equation of
motion for the displacement component i:

𝜌𝜕2𝑢𝑖
𝜕𝑡2 = 𝜇∇2𝑢𝑖 + (𝜇 + 𝜆) 𝜕𝜃

𝜕𝑥𝑖
(2.9)

The Lamé parameters are considered constants. In its vector form, Eq. (2.9)
becomes the well-known Navier equation [14]:

𝜌𝜕2 ⃗⃗ ⃗⃗𝑢
𝜕𝑡2 = 𝜇∇2 ⃗⃗ ⃗⃗𝑢 + (𝜇 + 𝜆)∇(∇ ⋅ ⃗⃗ ⃗⃗𝑢) (2.10)

This equation describes the propagation of elastic waves in a medium. In
thermo-elasticity we have to consider the stress generated by the tempera-
ture gradient. From the previous section, we derived the components of the
stress tensor generated by the temperature increment 𝜎𝑡ℎ

𝑖𝑗 = −3𝐵𝛽𝛿𝑖𝑗Δ𝑇𝐿.
The Kronecker delta appears here because the thermal stress is equal in all
directions. We include this term in the Navier equation as a source term [15]:

𝜌𝜕2 ⃗⃗ ⃗⃗𝑢
𝜕𝑡2 = 𝜇∇2 ⃗⃗ ⃗⃗𝑢 + (𝜇 + 𝜆)∇(∇ ⋅ ⃗⃗ ⃗⃗𝑢) + ∇𝜎𝑡ℎ (2.11)

To solve this problem, it is easier to re-write this equation as a system of
first-order coupled differential equations, after introducing the velocity com-
ponents 𝑣𝑖 and expanding Eq. (2.11)
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𝑣𝑥 = 𝜕𝑢𝑥
𝜕𝑡 , (2.12a)

𝑣𝑦 = 𝜕𝑢𝑦
𝜕𝑡 , (2.12b)

𝜕𝑣𝑥
𝜕𝑡 = −1

𝜌 (𝜕𝜎𝑟𝑒
𝑥

𝜕𝑥 + 𝜕𝜎𝑟𝑒
𝑥𝑦

𝜕𝑦 + 𝜕𝜎𝑡ℎ
𝑥

𝜕𝑥 ) , (2.12c)

𝜕𝑣𝑦
𝜕𝑡 = −1

𝜌 (𝜕𝜎𝑟𝑒
𝑦

𝜕𝑦 + 𝜕𝜎𝑟𝑒
𝑥𝑦

𝜕𝑥 + 𝜕𝜎𝑦
𝑡ℎ

𝜕𝑦 ) . (2.12d)

in which we have defined the restoring forces as:

𝜎𝑟𝑒
𝑥 = −(𝜆+2𝜇)𝑠𝑥 −𝜆𝑠𝑦 ; 𝜎𝑟𝑒

𝑦 = −(𝜆+2𝜇)𝑠𝑦 −𝜆𝑠𝑥 ; 𝜎𝑟𝑒
𝑥𝑦 = −𝜇𝑠𝑥𝑦 (2.13)

The tensor s is related to the strain and therefore to the displacement ac-
cording to:

𝑠𝑥 = 𝜖𝑥𝑥 = 𝜕𝑢𝑥
𝜕𝑥 ; 𝑠𝑦 = 𝜖𝑦𝑦 = 𝜕𝑢𝑦

𝜕𝑦 ; 𝑠𝑥𝑦 = 2𝜖𝑥𝑦 = 𝜕𝑢𝑥
𝜕𝑦 + 𝜕𝑢𝑦

𝜕𝑥 (2.14)

Taking the time derivative of Eq. (2.14) is equivalent to:

𝜕𝑠𝑥
𝜕𝑡 = 𝜕𝑣𝑥

𝜕𝑥 ; 𝜕𝑠𝑦
𝜕𝑡 = 𝜕𝑣𝑦

𝜕𝑦 ; 𝜕𝑠𝑥𝑦
𝜕𝑡 = 𝜕𝑣𝑥

𝜕𝑦 + 𝜕𝑣𝑦
𝜕𝑥 (2.15)

We can see that Eq. (2.12) and Eq. (2.15) are coupled through Eq. (2.13).
This is in analogy to the Maxwell’s equations where the E and B field are
coupled through the time and spatial derivatives. This indicates that the
system of equations Eq. (2.12) and Eq. (2.15) can be solved by the FDTD
method [16], which was originally developed for solving the time-dependent
Maxwell’s equations [17].

We leave the introduction and the explanation of damping effects to Chap-
ter 4, where they are necessary to explain the experimental results on gold
free-standing membrane.

2.3.2. Polarization, Bulk, surface and Lamb waves

The vector form of the wave equation (Eq. 2.10) can be decoupled following
the Helmholtz decomposition [18]. Accordingly, the displacement field can
be written as

⃗⃗ ⃗⃗𝑢 = ∇Φ + ∇ × ⃗⃗⃗⃗⃗Ψ⃗ (2.16)
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where Φ and ⃗⃗⃗ ⃗⃗Ψ⃗ are respectively a scalar potential and a vector potential.
The potential ⃗⃗⃗ ⃗⃗Ψ⃗ needs to be divergence free. In this case the wave equation
can be rewritten:

∇2Φ − 1
𝑐𝐿

𝜕2Φ
𝜕𝑡2 = 0, (2.17a)

∇2 ⃗⃗⃗ ⃗⃗Ψ⃗ − 1
𝑐𝑆

𝜕2 ⃗⃗⃗ ⃗⃗Ψ⃗
𝜕𝑡2 = 0 . (2.17b)

When applied to an unbound (infinite) medium the solutions to the Eq. (2.17)
are bulk waves. These solutions are divided in longitudinal (or P-) waves
and shear (or S-) waves. The longitudinal waves are solutions to Eq. (2.17a),
while Eq. (2.17b) has two independent solutions known as shear waves. The
difference between these waves is the direction of atomic displacement with
respect to the direction of propagation of the wave. A longitudinal wave dis-
places the atoms in the same direction it propagates. Shear waves, instead,
displace the atoms in two possible directions that are perpendicular to each
other and to the direction in which they propagate.

The geometry of the experiment influences the type of waves that can be
observed. In many photoacoustic experiments the pump beam is chosen to
have transverse dimensions much bigger than the absorption depth of the
sample [12, 19–21]. In these experimental conditions the propagation of the
acoustic waves, inside the material, can be simplified to a 1-dimensional
problem. The temperature gradient Δ𝑇 can be considered a function of only
the depth, x, and the time, t, since the only component of the stress tensor
different from zero is the one along the thickness direction 𝜎𝑥𝑥 [22]. Assum-
ing that the layer is isotropic, only longitudinal acoustic waves propagate
along the thickness of the layer. Longitudinal bulk waves are of great use
in thin film characterization due to the high frequencies at which they can
be generated: up to hundreds of GHz for metals with high electron-phonon
coupling constant, like aluminum.

Interfaces, or semi-infinite media, support solutions to the Helmholtz equa-
tions, Eq. (2.17) that propagate along the interface, or the surface of semi-
infinite medium. These surface acoustic waves (SAWs) are waves that freely
propagate along the surface of the material, while their displacement mag-
nitude decays exponentially as a function of depth. SAWs are often called
Rayleigh waves and the motion of the particles near the surface follows an
elliptical trajectory. Also the SAWs are divided in longitudinal and shear
waves according to the polarization of the wave. But, contrary to the bulk
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waves, the phase velocity of a SAW depends on physical properties of the
sample and on the frequency of the wave, in other words they are disper-
sive [18, 23]. In recent years, a strong effort has been dedicated to the study
of the generation and control of the spectrum of SAWs. Using a focused
pump beam [23, 24] on the surface of a metal generates broad-band SAWs.
Transient grating or structured illumination are used, instead, for the gen-
eration of narrow-band SAWs [25].

As we mentioned, SAW’s are confined near the surface. Their penetration
depth is proportional to their wavelength. When the thickness of the layer
is comparable to the wavelength of the SAW’s, a new class of waves is gener-
ated: the Lamb waves [26]. These are actually guided modes and their dis-
persion curve strongly depends on the physical characteristics of the guiding
structure: the thickness of the plate (or the film) and speed of sound of the
material. In conventional ultrasound measurements, Lamb waves are used
intensively because of their dispersion properties and high sensitivity to de-
tect defects in the investigated sample [27, 28].

The confinement of the SAW in thin film is necessary for the generation of
Lamb waves. However, bulk longitudinal waves can excite Lamb waves in
thin film via a mode conversion mechanism. The mode conversion mech-
anism is illustrated in Figure 2.3(a). Part of the energy of a longitudinal
wave incident at an interface is reflected as a shear wave. The opposite also
happens, shear waves are partly reflected as longitudinal ones [29, 30]. In a
free-standing layer multiple reflections occur because of the strong acoustic
mismatch between the medium and air. The superposition of the generated
P-waves and S-waves inside the medium causes the excitation of the Lamb
waves (see Figure 2.3(b)) [26]. Mode conversion does not happen for nor-
mal incidence. Thus, to excite Lamb waves it is important that the acoustic
wave wavevector has a component parallel to the surface. Fig. 2.3(d) shows
how this condition is satisfied when we use a focused pump beam [31]. This
effect occurs in our experiments on free standing layer and it is at the origin
of a lateral propagation of strain components. As for the SAW’s, transient
gratings [5] are used to generate narrow band Lamb waves.

2.4. Detection
After the excitation of the metal via an ultrafast laser pulse its optical prop-
erties change. These changes can be measured in a pump-probe experiment
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Figure 2.3: Lamb waves. a) The mode conversion occurs when a longitudinal (P) wave
or shear vertical (SV) wave is incident on a free surface. One P-wave and one SV-wave
bounce off the free surface. b) In an infinite plate where two free surfaces are parallel to
each other, multiple mode conversions occur. The superposition of the P and SV waves
generates guided modes known as Lamb waves. c) Lamb waves have infinite modes that
can be categorized in symmetric and anti-symmetric with respect to the symmetry axis
which divides the thickness of the plate. d) A way to generate Lamb waves is by using a
focused pump beam on a free standing membrane. At the edge of the excitation region the
k-vector of the acoustic waves has a non-zero component parallel to the surface. This is a
condition for the generation of Lamb waves that propagate in the lateral direction away
from the excitation area.

where the excitation pulse (the pump), is followed by another and less intense
pulse (the probe). In a conventional pump-probe experiment we measure the
reflectivity of the probe while scanning the time delay between pump and
probe [32]. However, different configurations of pump-probe experiments can
be implemented. For example, in a transient grating experiment two pump
pulses are made to interfere at the sample surface. The excitation follows the
periodic pattern of the pump and results in a transient grating [33–35]. We
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can record the diffraction of the probe while scanning the delay to measure
the decay of the transient grating.

In this last section of the chapter, we introduce the model that describes the
changes of the optical properties as function of time. Whether we measure
reflectivity or diffraction, from a modelling point of view we are in both cases
interested in calculating the complex reflected field. In general, this field is
affected by either the atomic displacement (which only influences the phase)
or the local transient variation of the refractive index (which may influence
both amplitude and phase) due to the presence of strain (strain-optic) or the
temperature elevation (thermo-optic effect).

As we already discussed in the previous sections, the lattice temperature
increases after the relaxation of the electrons. The thermoelastic effect causes
a displacement of the surface. Furthermore, the temperature change induces
a change in the refractive index according to the thermo-optic coefficient.
The change of the complex refractive index as function of temperature is
described by:

Δ�̃�𝑇 (𝑥, 𝑦, 𝑡) = ( 𝜕𝑛
𝜕𝑇 + 𝑖 𝜕𝑘

𝜕𝑇 ) Δ𝑇𝐿(𝑥, 𝑦, 𝑡) (2.18)

where 𝜕𝑛
𝜕𝑇 and 𝜕𝑘

𝜕𝑇 are respectively the real and the imaginary parts of the
thermo-optic constants.

The changes induced by thermo-optic effects appear as a slowly decaying (or
restoring, according to the sign of the thermo-optic constants) background
in the signal of a photacoustic experiment. In contrast, faster changes in the
photoacoustic signals results from to the strain carried by the acoustic waves,
due to the photoelastic effect. The photoelastic effect can be described in a
simplified tensor notation [12]:

Δ𝜖𝑖 = 𝑃𝑖𝑗𝑠𝑗 (2.19)

where the indeces i and j can vary from 1 to 6 and indicate the tensor
elements (1 = xx, 2=yy, 3=zz, 4=yz = zy, 5=zx = xz, 6 = xy = yx). Δ𝜖 is
the change of the permittivity constant (𝜖 is used as permittivity only in this
section), P is the photoelastic tensor and s is the strain. We highlight the fact
that the components of P are complex quantities. We can relate a change in
the refractive index to a perturbation in the permittivity according:



2.5. Conclusion

2

21

Δ�̃�𝑠(𝑥, 𝑦, 𝑡) = ( 𝜕𝑛
𝜕𝑠𝑖

+ 𝑖 𝜕𝑘
𝜕𝑠𝑖

) 𝑠𝑖(𝑥, 𝑦, 𝑡) (2.20)

where, 𝜕𝑛
𝜕𝑠𝑖

and 𝜕𝑘
𝜕𝑠𝑖

are the real and imaginary part of the strain optic coef-
ficient and 𝑠𝑖 is an element on the diagonal of the strain tensor.

Using the formulas for the refractive index changes it is possible to calcu-
late the amplitude of the reflected field using a transfer matrix method or,
if necessary, by numerically solving the Maxwell equations. The Maxwell
equations are necessary when the problem includes structure of the surface
with size comparable to the wavelength. In our experiments, we are not
in this situation, and a transfer matrix is sufficient. Even in the transient
grating experiments, where the grating period is much larger than the probe
wavelength, we treat each point of the surface independently. Then we ap-
proximate the solution of the 2D problem with the combination of the inde-
pendent 1D solutions. It is important to highlight that of the experiments
presented in this thesis only the transient grating show a contribution from
the surface displacement. This contribution is included in the 2D model as-
suming the ”shallow grating approximation” for small displacement of the
surface. The assumption allows to include the displacement in the calculation
of the complex electric field:

̃𝐸𝑝(𝑦, 𝑡) = ̃𝐸𝑝𝛿𝑛(𝑦, 𝑡)𝑒𝑖 4𝜋𝑛
𝜆 𝑢𝑥𝑥 , (2.21)

where ̃𝐸𝑝 is the total diffracted field, ̃𝐸𝑝𝛿𝑛 the complex field diffracted by the
perturbed refractive index that is obtained with the transfer matrix method
and 𝑢𝑥𝑥 is the surface displacement.

2.5. Conclusion
The ability to calculate the reflectivity or the diffraction of the probe light
in a pump-probe experiment as function of delay time is of critical impor-
tance for our study. In this chapter we have introduced the physical mecha-
nisms underlying the generation, propagation and detection of the acoustic
wave. The physical insights are presented together with the equations used
to describe mathematically a photoacousitc experiment. These equations are
solved using an FDTD scheme.

Despite of the complexity of the numerical model, it is still possible to use
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it to run fitting routines on the experimental data, to obtain important pa-
rameters such as the thermo- and strain-optic coefficients. In the following
part of the thesis, we present our experimental work.

The description of the complete model with the addition of damping and
dispersion effects will be given in Chapter 4, together with the experimental
work with which we could observe these effects.



3
Ultrafast electron dynamics in

single and multi-layers structures

This chapter has been published as part of Opt. Express 26, 23380-23396 (2018) [36]

23



3

24 3. Ultrafast electron dynamics in single and multi-layers structures

3.1. Introduction
Many scientific fields benefit from the investigation of ultrafast dynamics
in metals [6, 12, 37–43]. The processes following the illumination by an ul-
trafast pulse have been studied intensively, improving the understanding of
the electron dynamics within a metal layer of few nanometer-scale thick-
ness [7, 8, 44–60]. In this type of ultrafast laser-matter interaction, the first
process that occurs is the partial absorption of the incident pulse energy by
electrons in the metal. The depth range over which this occurs is given by the
skin depth, which is typically a few tens of nm. After absorption of the pulse
energy, the electrons are in a non-thermal equilibrium which evolves towards
a Fermi-Dirac distribution via electron-electron collisions. Within this time,
which usually is a few hundreds of femtoseconds [34, 61–64], the high-energy
electrons undergo both ballistic and diffusive motion which contribute to the
thermalization of the electron system. The electrons thermalize at temper-
atures of typically several thousand Kelvin, and will cool down by heating
the lattice, a process that typically takes a few picoseconds.

Even though the literature contains a large number of studies on ultrafast
optical excitation of single metal layers, only few experimental studies of
metallic bilayers can be found. The composition of the sample is expected
to influence not only how the electron dynamics occurs in the top layer [54–
56, 65–67] but also where in a more complex sample the lattice temperature
increases [68, 69]. As we have seen in the previous chapter the location and
the extension of the lattice heat depends on the electron-phonon coupling
constant. For example, when the electron-phonon coupling constant is low
the heat is homogeneously distributed along the thickness of the sample, as
in the case of gold.

In this chapter, we show the results of our study on the electron dynamics
on gold in single layer and in bilayer systems where a metal with differ-
ent electron-phonon coupling constants is used under the gold layer. In our
pump-probe experiments, we we pump the sample using a light-induced grat-
ing [33] and we measure the transient probe diffraction. The experimental
results are compared to the results of a two temperature model which al-
lowed us to gain insights on the heat distribution after the relaxation of the
electron gas.
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3.2. Experimental setup

Figure 3.1: Schematic of the experimental setup: components include a non-linear optical
crystal (BBO), Half Wave Plate (HWP) and a Photodiode (D). The two frequency-doubled
400 nm pump pulses are focused onto the sample at the same position, but under different
angles to form a spatially periodic intensity pattern. The 800 nm probe pulse that diffracts
off the resulting grating in the optical constants of the sample, is recorded by the detectors
while the delay line is used to change the pump-probe delay.

A schematic of the experimental setup used for our experiments is shown
in Figure 3.1. The laser system used is a Ti:Sapphire multi-pass amplifier
(Femtopower, Spectra Physics) generating 30 fs pulses, with a wavelength
centered at 800 nm and with a repetition rate of 1 kHz. The output from
the laser is split into two using a 1% beam splitter. The stronger part is
frequency doubled with a 100 µm BBO crystal to generate 400 nm pump
pulses. A half wave plate (HWP) rotates the polarization of the 400 nm
pump pulse by 90𝑜 so that both the pump and the probe are p-polarized.
For experiments on flat samples, the pump pulses are split into two by a
50% beamsplitter. One part passes through a 500 Hz mechanical chopper.
Both beams are then weakly focused onto the sample at a different angle.
On the sample, the two pump pulses overlap in space and time to create
a spatially periodic interference pattern with a period determined by the
angle between the beams. In our experiments, we have a grating period of
6 µm. The spatially periodic excitation of the metal leads to spatially pe-
riodic changes in the optical constants of the metal, that can be observed
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by diffracting a delayed probe pulse off the transient grating. By measuring
the diffracted signal as a function of the pump-probe delay, we can measure
the decay of this transient grating, giving information on the electron dy-
namics. Using different wavelengths for pump and probe allows us to use
optical filters to block scattered pump light from entering the probe detector.
The diffracted pulse energy is recorded by a silicon photodiode placed at the
position where we expect the first-order diffracted beam. The analog signal
recorded from the photodiode is converted to a digital signal and averaged
over 100 pulses. The diffracted probe signal recorded by the detector when
the chopper blocks the pump beam is subtracted from the diffracted probe
signal when the pump beam is transmitted by the chopper and plotted as
a function of the pump-probe delay. The signal recorded by the detector in
the absence of the pump pulse is from probe light scattered by the surface
roughness of the sample. Depending on the experiment, we probe from the
front surface or from the back surface. In the latter case, the probe pulse
passes through the glass substrate and probes the metal near the glass-metal
interface. The pump beam has a spot size of 1.5 mm on the sample and
the pump pulse energy ranges from 3 µJ to 15 µJ depending on the experi-
ment. The probe pulse energy was kept constant at 1 µJ. This is a significant
fraction of the pump-pulse energy to maximize the possibility of detecting
signals on samples demonstrating a low diffraction efficiency. However, in
our experiments we mostly pump and probe Au in which about 60% of the
400 nm wavelength pump-pulse energy is absorbed and only about 2% of the
800 nm wavelength probe-pulse energy. No two-photon probe absorption
was observed within the measurement accuracy of our setup. The typical
diffraction efficiencies, recorded when the pump and probe overlap, range
from 10−5 to 10−4, depending on the pump pulse energy and the sample
thickness. For the experiments on the physically buried metal grating, only
one pump beam is used.

All samples used in the experiments are prepared by physical vapor deposi-
tion at a pressure below 10−6 mbar on a chemically cleaned glass substrate.
The film thickness was determined using a quartz crystal thickness monitor
with a ± 5% uncertainty. For experiments on bilayer thin films, the mate-
rials were evaporated one after the other without disturbing the vacuum of
the evaporator. The metal gratings on the flat layer of gold were fabricated
by UV lithography.
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3.3. Numerical calculations
3.3.1. Pulse energy absorption

Figure 3.2: Geometry used for the calculation: Material 1 and 4 have an infinite extent to
the left and right side respectively. Material 2 and 3 have a finite thickness of 𝑙2 and 𝑙3
respectively. The electromagnetic wave originating from material 1 propagates through all
four materials after undergoing partial reflection and transmission at each interface.

For a proper understanding of our experiments on flat bilayer samples, it
is important to calculate where the optical energy is deposited inside the
material. To do so, we first solve the Maxwell’s equations for an electromag-
netic field in four different materials (see Figure 3.2) and then we multiply
the result with a Gaussian envelope in time, which corresponds to the pulse
temporal profile. This resembles the experiment in which, air, the first metal,
the second metal and the substrate are the four different materials through
which the laser pulse propagates. In a multilayer structure, it is important
to calculate the intensity of the light directly hitting the second metal layer
because this will also affect the electron-lattice dynamics at the surface of
the first metal layer. In the calculation, we consider material 1 and 4 to be
infinitely thick while materials 2 and 3 have a finite thickness. The first ma-
terial represents air and material 4 represents glass. Material 2 and material
3 are the Au and Pt metal (or other metals used in the experiment) layers
respectively. From the basic electromagnetic equations, we can understand
that a wave incident on the interface between material 1 and material 2
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will undergo partial reflection into the first material and partial transmission
into the second material. The partially transmitted wave undergoes further
partial reflection and transmission at the interface between material 2 and 3
and, material 3 and 4 . To calculate the spatial distribution of absorption in
material 2 and material 3, we need to obtain the complete electric and mag-
netic field expressions describing the magnitude and direction of the fields.
We assume that all fields propagate perpendicular to the interfaces.

Due to the non-magnetic nature of gold and platinum we can safely assume
𝜇 = 𝜇0 for all materials. In absence of any charged particles or currents, we
can write the electric and magnetic fields inside each material as

⃗𝐸(𝑧, 𝑡) = 𝐸0(𝑡)

⎧{{
⎨{{⎩

(𝑒𝑖𝑘1𝑧 + 𝑟𝑒−𝑖𝑘1𝑧)x̂, 𝑧 < 0
(𝑎𝑒𝑖𝑘2𝑧 + 𝑏𝑒−𝑖𝑘2𝑧)x̂, 0 < 𝑧 < 𝑙2
(𝑐𝑒𝑖𝑘3(𝑧−𝑙2) + 𝑑𝑒−𝑖𝑘3(𝑧−𝑙2))x,̂ 𝑙2 < 𝑧 < (𝑙2 + 𝑙3)
𝑡(𝑒𝑖𝑘4(𝑧−(𝑙2+𝑙3)))x̂, 𝑧 > (𝑙2 + 𝑙3)

(3.1)

�⃗�(𝑧, 𝑡) = 𝐸0(𝑡)
𝜔𝜇

⎧{{
⎨{{⎩

𝑘1(𝑒𝑖𝑘1𝑧 − 𝑟𝑒−𝑖𝑘1𝑧)ŷ, 𝑧 < 0
𝑘2(𝑎𝑒𝑖𝑘2𝑧 − 𝑏𝑒−𝑖𝑘2𝑧)ŷ, 0 < 𝑧 < 𝑙2
𝑘3(𝑐𝑒𝑖𝑘3(𝑧−𝑙2) − 𝑑𝑒−𝑖𝑘3(𝑧−𝑙2))ŷ, 𝑙2 < 𝑧 < (𝑙2 + 𝑙3)
𝑘4(𝑡𝑒𝑖𝑘4(𝑧−(𝑙2+𝑙3)))ŷ, 𝑧 > (𝑙2 + 𝑙3)

(3.2)
where a, b, c, d, t, r, 𝑘1 and 𝑘4 are assumed to be real and 𝑘2 = and 𝑘3 are
complex. Here 𝑘2 = 𝜔�̃�2/𝑐 and 𝑘3 = 𝜔�̃�3/𝑐 with �̃�2,3 = 𝑛2,3 + 𝑖𝜅2,3 being
the complex refractive index of material 2 and 3 respectively. The pulsed
excitation is incorporated by our choice of electric field,

𝐸0(𝑧, 𝑡) = 𝐴𝑒−4𝑙𝑛2(𝑡/𝜏𝑝)2) × 𝑒(−𝑖𝜔𝑡),
where 𝜏𝑝 is the full width at half maximum pulse duration of the electric
field envelope and A is the amplitude of the electric field.

We use the boundary condition that both the electric and magnetic field
components parallel to the interface are continuous across each interface and
solve the resulting set of equations to obtain expressions for a, b, c, d, t and
r. This allows us to write the expression for the space and time-dependent
fields in all four materials. From these we calculate the single oscillation time
average of the Poynting vector, ⃗⟨𝑆⟩. From ⃗⟨𝑆⟩, the optical power absorbed
per unit volume is expressed as,
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𝜕𝑢
𝜕𝑡 = −∇⃗ ⋅ ⟨ ⃗𝑆⟩, (3.3)

where 𝑢 is the electromagnetic energy density. Knowing the distribution of
the optical intensity inside all four materials, we use the refractive index 𝑛
and extinction coefficient 𝜅 values of gold and platinum to calculate the opti-
cal intensity distribution inside the bilayer [68]. The result of this calculation
is used as source in the two temperature model.

3.3.2. Two temperatures model

The two temperature model is a widely used phenomenological model that
describes the electron-lattice dynamics after optical excitation with a laser
pulse. In the model, the electron gas is assumed to be thermalized at all
times during and after excitation with, and is described by a time-dependent
temperature 𝑇𝑒, while the lattice is assumed to have a time-dependent tem-
perature 𝑇𝑙. The time evolution of the temperature is modeled by two cou-
pled differential equations, originally proposed by Anisimov et al. [70] and
can, assuming a one-dimensional geometry, be written as [71],

𝐶𝑒(𝑇𝑒)𝜕𝑇𝑒
𝜕𝑡 = 𝜕

𝜕𝑧(𝐾𝑒
𝜕
𝜕𝑧 𝑇𝑒) − 𝑔(𝑇𝑒 − 𝑇𝑙) + 𝜕𝑢

𝜕𝑡 (3.4)

𝐶𝑙
𝜕𝑇𝑙
𝜕𝑡 = 𝑔(𝑇𝑒 − 𝑇𝑙). (3.5)

Here, 𝐶𝑒 and 𝐶𝑙 are the respective heat capacities of the electron gas and the
lattice, 𝐾𝑒 is the thermal conductivity of the electron gas, 𝑔 is the electron-
phonon coupling constant and 𝜕𝑢/𝜕𝑡 is the source term. The source term
describes when and where energy is deposited in the system by the laser
pulse. Note that in Eq. (3.4), the lattice heat diffusion can be neglected
since this is typically slow on the time scales of our experiment. The rela-
tions 𝐶𝑒 = 𝐴𝑒𝑇𝑒 and 𝐾𝑒 = 𝐾0 × 𝑇𝑒/𝑇𝑙 [71] together with the TTM allow
us to numerically calculate the time evolution of 𝑇𝑒 and 𝑇𝑙, using the ac-
tual experimental parameters and using material properties obtained from
literature and shown in Table 3.1. We highlight the fact that by assum-
ing instantaneous local thermalization of the electron gas we ignore ballistic
transport of the electrons. The ballistic transport is known to occur in gold
in the first ≈ 100 fs [48].

As we will show in the following sections, we find a remarkable correspon-
dence between the measured, time-dependent, diffracted signal, and the cal-



3

30 3. Ultrafast electron dynamics in single and multi-layers structures

Table 3.1: Material constants used in our two temperature model calculations. Listed
are the electron-phonon coupling constant 𝑔, electron specific heat constant 𝐴𝑒, thermal
conductivity 𝐾0 at 𝑇 = 273 K and lattice heat capacity 𝐶𝑙. [11, 71–73]. We have used
the relations 𝐶𝑒 = 𝐴𝑒𝑇𝑒 and 𝐾𝑒 = 𝐾0 × 𝑇𝑒/𝑇𝑙 [71].

Metals 𝑔 𝐴𝑒 𝐾0 𝐶𝑙
( 1016 Wm−3K−1) ( Jm−3K−2) (Wm−1K−1) (105 Jm−3K−1)

Gold 1.6 71 318 24.3
Platinum 100 740 73 27.0
Copper 8.0 98 401 35.0
Silver 1.9 63 428 25.0

culated time-dependent electron temperature. However we point out that,
there is no a priori reason to assume that the diffraction efficiency 𝜂 should
linearly depend on the change in the electron temperature Δ𝑇𝑒. Being Δ𝜖
the change in the complex dielectric function [33], it can be shown that the
diffraction efficiency 𝜂 scales as 𝜂 ∝ (Δ𝜖)2. From the assumption that the
dielectric function changes because of the changes in the electron gas tem-
perature Δ𝑇𝑒, we conclude that this linear relation must imply Δ𝜖 ∝ √Δ𝑇𝑒.
In contrast with the often made assumption that Δ𝜖 ∝ Δ𝑇𝑒 [56, 60, 64] or
Δ𝜖 ∝ Δ(𝑇𝑒)2 [57, 74]. We currently do not know what the origin is of the
different temperature dependencies of the dielectric function extracted from
the experiments. A full theoretical analysis of the time-dependent complex
dielectric function after optical excitation requires detailed calculations of
the contribution of inter- and intraband transitions to the changes in the
complex dielectric function. Hohlfeld et. al. [49] showed that this can give
satisfactory results, but such an effort is beyond the scope of this chapter.
It is interesting, though, that our calculations of the electron temperature
use only material parameters known from the literature. Only the electron-
phonon coupling constant of gold is on the low side of the range of values
found in the literature. Using experimental values for the excitation param-
eter, we make no use of adjustable parameter in our model. The calculations
of the time-dependent electron temperature are placed alongside some of the
measurements to provide important physical insight into the electron and
lattice dynamics occurring after excitation.
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3.4. Results and discussion
We performed pump-probe experiments with interfering pump pulses form-
ing a spatially periodic, grating-like excitation pattern, on single layers of
gold (section 3.4.1) and gold-metal bilayers (section 3.4.2 and 3.4.3). This
was done to obtain a better understanding of the electron dynamics and, in
a few cases, to compare with results known from literature.

3.4.1. Electron dynamics in gold

Figure 3.3: Diffracted front-probe and back-probe signal as a function of pump-probe delay
at various pump fluences for (a) 45 nm gold layer and (b) 100 nm gold layer. The samples
were pumped from the air-gold side and probed from the air-Au side (front probe) and the
glass-Au side (back probe).

In Figure 3.3, we plot the probe signal diffracted from both the air-Au inter-
face (front) and the glass-Au interface (back), for two different thicknesses
of Au, 45 nm in Figure 3.3(a) and 100 nm in Figure 3.3(b), for various pump
powers. In all cases, the 400 nm pump beams illuminate the Au from the
front-side. As it is difficult to compare the absolute diffraction efficiencies for
the front and back-probe cases, we applied a scaling factor to the back-probe
signal such, that for a single pump intensity, both the front-probe signal and
the back-probe signal overlap as much as possible for time delays larger than
0.5 ps. We then use the same scaling factor for the curves at different inten-
sities. Different scaling factors were used for the 45 nm Au and 100 nm Au
back probe signals and the signal strengths shown in Figure 3.3(a) cannot
be compared with those in Figure 3.3(b). In both figures, the front probe
diffraction efficiency is seen to rise on a rapid time scale of ≈ 100 fs. For the
45 nm sample in Figure 3.3(a)„ this then gradually decays towards zero for
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increasing time delays. For the 100 nm sample in Figure 3.3(b), the decay is
initially rapid, and then slows down. In both measurements, excitation with
two spatially and temporally overlapping pump pulses results in a spatially
periodic electron gas temperature 𝑇𝑒(𝑥, 𝑡) along the surface, in a direction
perpendicular to the grating lines. This temperature grating is formed when
in the bright fringes of the interference pattern the electron gas is rapidly
heated whereas in the dark fringes, where the electron gas is not excited, the
temperature remains 297 K. The amplitude of this electron-gas temperature
grating, Δ𝑇𝑒(𝑡), is thus determined by the difference between the tempera-
tures in the bright and the dark fringes. Heating of the electron gas leads
to changes in the complex dielectric function of the metal. A grating in the
electron-gas temperature thus leads to a grating in the dielectric function.
From this grating, a probe pulse can be diffracted. As such, the diffracted
signals observed in Figure 3.3 are correlated with the dynamics of Δ𝑇𝑒(𝑡).
The rapid decay, observed during the first 0.5 ps for the 100 nm thick sam-
ple, was not observed by Hohlfeld et. al. [48], presumably because they used
longer pulses in their experiments which may have given rise to a smearing
out of the sharp peak. Interestingly, the results show that for the 45 nm
gold film the signal shapes for the front and back-probe signals are very
similar. This observation agrees with the assumption that for thin layers,
after optical excitation, the electron energy is quickly redistributed rela-
tively homogeneously throughout the layer [48]. This redistribution causes
the measured dynamics, now dominated by electron cooling through lattice
heating, to be the same everywhere. However, for the 100 nm gold layer,
the front- and back-probe signals are different. There, we find that the front
probe signal shows a rapid rise and decay, but that the back-probe signal
rises more slowly. For pump-probe time delays larger than about 0.5 ps,
the signals look similar and, again only one vertical scaling factor is applied
to the back-probe signals to overlap all the front- and back-probe signals
for this sample. The sharp rise/fall time of the front-probe signal and the
slower rise of the back-probe signal are the result of ballistic transport and
diffusion of electron energy out of the front-surface front-probe interaction
region towards and into the back-probe interaction region near the Au/glass
interface [48]. For 100 nm Au this process takes a few hundred femtosec-
onds which explains the slower rise of the back-probe diffracted signal. This
also means that after this time the electron energy distribution should be
relatively homogeneous again, explaining why for delays larger than about
0.5 ps the front-and back-probe signals look similar.
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3.4.2. Electron dynamics in gold-platinum bilayers

Figure 3.4: (a) The measured front-probe diffracted signal vs. pump-probe delay for a
pump fluence of 0.80 mJ/cm2 on a sample with 30 nm Pt under 30 nm Au. (b) The
experimentally measured front-probe diffracted signal vs. pump-probe delay on a sample
with 5 nm Pt under 150 nm Au. (c) The numerically calculated electron temperature 𝑇𝑒
vs. time for the sample with 30 nm Pt under 30 nm Au. (d) The numerically calculated
𝑇𝑒 vs. time for the sample with 5 nm Pt under 150 nm Au.

To better understand the measurements on buried gratings discussed later in
this paper, we also studied the effect that a buried metal layer has on the elec-
tron dynamics observed at the gold surface. Initially, we chose platinum as
the buried metal layer due to its very high electron-phonon coupling strength
when compared to gold. In Figure 3.4(a) we plot the measured diffracted
front-probe diffraction efficiency versus pump-probe time delay for a bilayer
consisting of 30 nm of Au deposited on 30 nm of Pt. In the same figure,
we also plot the time-dependent front-probe diffraction efficiency for a sin-
gle 30 nm thick layer of Au. The figure shows that the presence of the Pt
layer underneath the gold dramatically accelerates the decay of the diffracted
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probe signal. Note that, although no signal for a Au thickness of 60 nm was
measured, the results shown in Figure 3.3 for 45 and 100 nm thick single Au
layers suggest that for 60 nm of gold, the decay would be in between these
two cases and would still be significantly slower than for 30 nm of Au on Pt.
To determine the limits of the effect that Pt has on the decay of the mea-
sured diffracted signal, we plot in Figure 3.4(b) the front-probe diffraction
efficiency versus pump-probe delay for a sample consisting of 150 nm of Au
on 5 nm of Pt and for a sample consisting of 150 nm Au only. This gold
layer thickness was chosen to eliminate the possibility of the 400 nm pump
beam directly exciting the Pt since the 400 nm light has a penetration depth
of about 16 nm in Au. Remarkably, the results show that for this particular
bilayer, even the effect of a buried Pt layer as thin as 5 nm on the shape
of the diffracted signal versus pump-probe delay, is still measurable. The
tell-tale sign of the effect of the buried Pt layer is that the transition from
an initial fast decay to a slower decay, as observed in the gold-only sample,
is absent. This means that the difference between the single Au layer and
the bilayer manifests itself most strongly for longer time delays, as shown in
Figure 3.4(b).
This difference in decay due to the presence of a platinum layer can be sim-
ulated using TTM calculations. In Figure 3.4(c) and Figure 3.4(d), we plot
the calculated electron temperature at a depth of 8 nm from the top sur-
face of the gold layer as a function of time, using the same parameters as in
the experiments. For the sample with 30 nm Au on top of 30 nm Pt, the
electron temperature decreases rapidly due to the presence of the platinum
layer. For the sample with 5 nm Pt under 150 nm Au, the electron temper-
ature decreases at a slightly slower rate than in 150 nm Au. We note that
the calculation of the time-dependent electron temperature closely resembles
the measurements of the diffraction efficiency versus pump-probe time delay.

We can explain this behavior by looking at the electron-lattice dynamics oc-
curring in the buried platinum layer. After optical excitation, the electron
energy diffuses deeper into the gold layer and beyond into the platinum layer.
The electron-phonon coupling constant of platinum, however, is about two
orders of magnitude higher than that of gold. This means that thermalized
electrons that diffuse into the platinum, immediately lose energy to the Pt
lattice and quickly cool. Thus, a strong electron-temperature gradient be-
tween the gold and platinum layer is maintained, which in turn drives the
rate of electron gas energy diffusion out of the probe interaction region near
the surface of gold into the deeper regions of the gold and into the platinum
layer. These results are interesting, because they show that even a Pt layer



3.4. Results and discussion

3

35

as thin as 5 nm has a measurable effect on the decay observed near the
surface of a 150 nm thick Au layer. This suggests that a pump-probe tech-
nique may be used for sub-surface metrology, in particular the localization
and inspection of buried structures underneath optically opaque metal layers.

Figure 3.5: The measured diffracted signal from the front-probe (red) and back-probe
(black) for a pump fluence of 0.80 mJ/cm2 on a sample with 30 nm Pt under 30 nm Au.

To confirm that the energy is deposited in the Pt layer, we performed exper-
iments on a sample with 30 nm platinum on 30 nm gold in which we pump
from the gold side and probe from the platinum side (back probe) as well
as the gold side (front probe). In Figure 3.5, we plot the diffracted front-
probe and back-probe signal as a function of the pump-probe delay. As it
is difficult to compare the absolute diffraction efficiencies for the front and
back-probe cases, we instead applied a scaling factor to the back-probe signal
so that both the front-probe signal and the back-probe signal can be plotted
in the same graph. The back probe signal was smoothed by nearest neighbor
averaging. For the front probe, the signal rises rapidly and then decays in
1-2 ps, indicating a rapid drop in electron temperature. This plot is similar
to Figure 3.4(a) and the physics has been discussed earlier in this section. In
contrast, the signal from the back probe shows a gradual increase for about
0.7 ps followed by a small decrease to a lower value and then continues to
increase very slightly.

This different behavior of the back probe signal vs. pump-probe time delay
can be explained by including the lattice dynamics of the Pt-Au layer. The
initial rise of the back-probe signal seen in Figure 3.5 is interpreted as result-
ing from the diffusion of electron energy into the Pt layer and simultaneous
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heating of the Pt lattice by the electron gas. The small decay is the result
of the cooling of the electron gas, but it is superimposed on the growing
signal caused by the heating of the lattice. The slow and weak increase of
the signal after 2 ps is real. The TTM calculations (not shown here) indicate
that, at a time delay of about 1 ps, the Pt lattice temperature has a strong
gradient, being higher near the Pt/Au interface and lower near the back of
the Pt, where the probe pulse interacts with the Pt. Equilibration of the dif-
ference occurs through electron energy diffusion, where electrons pick up the
lattice energy from the hotter regions, and deposit this in the cooler regions.
The latter gives rise to a slowly increasing lattice temperature in the regions
where the probe pulse interacts with the Pt and thus an increasing diffrac-
tion signal. Our measurements are consistent with observations made in the
context of ultra-high frequency sound-wave generation by indirect heating of
Ti underneath Cu on a Cu-Ti bilayer, where indirect heating of a Ti layer
underneath a Cu layer was shown to generate ultra-high frequency sound-
wave packets [12].

Figure 3.6: (a) The measured front-probe diffracted signal vs. pump-probe delay for a
pump fluence of 0.96 mJ/cm2 on bilayer samples with different thicknesses of platinum
(0, 2, 5, 15, 30 nm) buried under 50 nm gold, (b) The numerically calculated electron
temperature 𝑇𝑒 vs. time for these samples using the same pump fluence as used in the
experiment.

To more systematically study the effect of the thickness of the Pt layer on
the probe-diffraction decay curves, we fabricated samples in which we kept
the Au layer thickness fixed while varying the Pt layer thickness. In Fig-
ure 3.6(a), we plot the measured front-probe diffraction signal as a function
of pump-probe delay from bilayer samples having a buried Pt layer thickness
of 0, 2, 5, 15, and 30 nm underneath a 50 nm layer of Au. The pump fluence
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in these experiments is 0.96 mJ/cm2. The results clearly show that thicker
Pt layers lead to a more rapid decay of the probe diffraction efficiency versus
pump-probe time delay. Remarkably, even a Pt layer as thin as 2 nm is
capable of speeding up the measured decay significantly.

In Figure 3.6(b), we plot the calculated electron temperature at a depth of
8 nm from the top surface of gold as a function of time for these samples. In
the simulation, the same parameters were used as in the experiment. The
calculations show that the electron temperature decays faster for samples
with a thicker layer of platinum buried underneath and are in good agree-
ment with the experimental results. However, the constant level to which
the curves decay, seen in the calculation, is somewhat higher compared to
what is observed in the experiments.

We can intuitively understand this behavior as a thicker layer of platinum
acts as a more effective electron energy heat sink. This results in a higher
rate of diffusion of electron energy out of the optical probe interaction re-
gion near the Au surface, and a subsequently more rapid drop in electron
temperature. This measurement thus shows that some measure of control of
the rate of diffusion of electron gas energy between the two metal layers is
possible by varying the buried metal thickness. In fact, changing the thick-
ness of the buried platinum also affects the maximum Pt lattice temperature
reached, after optical excitation.

3.4.3. Electron dynamics in bilayers with other metals

To confirm that it is the strength of the electron-phonon coupling constant
that is responsible for the increase in the observed probe diffraction decay
rate, we also fabricated bilayers in which we varied the type of metal under-
neath the gold layer. In Figure 3.7(a) we plot the front-probe diffracted signal
as a function of pump-probe time-delay, for bilayers consisting of 50 nm of
Au on top of 30 nm of four different metals, being: Pt, Cu, Ag and Au, (the
last case thus consisting of 80 nm of Au in total). For completeness, we also
show the results for a 50 nm single layer of gold. The pump fluence in these
measurements was 0.80 mJ/cm2.

The Figure 3.7(a) shows that the decay of the diffraction efficiency versus
time for 50 nm of Au on Pt, also shown in Figure 3.6(a), is the fastest, fol-
lowed by Au on Cu, which is also faster than 50 nm + 30 nm of Au only,
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Figure 3.7: (a) The measured front-probe diffracted signal vs. time for a pump fluence
0.80 mJ/cm2 for bilayer samples with different materials buried under 50 nm Au. (b) The
numerically calculated electron temperature 𝑇𝑒 vs. time for the same pump fluence as
used in the experiments.

but slower than the signal for Au on Pt. The decay for 50 nm Au on 30 nm
Ag is about as fast as that for 50 nm Au + 30 nm Au.

In Figure 3.7(b), we plot the calculated electron temperature at a depth of
8 nm from the surface of Au as a function of time for these samples. The
decay of the electron temperature is fastest for the sample with a buried
layer of platinum. The decay gets slower as the buried layer is changed from
platinum to copper to silver and finally to gold. This is in good agreement
with the experimental results. The decay of the measured diffracted signal
correlates with the strength of the electron-phonon coupling in the various
metals listed in Table 3.1, with materials having a stronger electron-phonon
coupling showing a faster decay. The electron-phonon coupling constants of
Ag and Au are more or less the same and so are the measured decay rates.

3.5. Conclusion
We have shown pump-probe diffraction measurements of the thermalized
electron gas dynamics in single metal layers and in metallic bilayers. Our
measurements on Pt/Au samples show a rapid decay in the measured diffracted
probe signal, after optical excitation with a pump pulse, indicating a rapid
cooling of the electron gas at the gold surface due to the presence of the
buried platinum layer. We find that this decay increases with increasing
Pt layer thickness. Even for a sample with 5 nm Pt under 150 nm Au, we
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observe a measurable effect on the shape of the time-dependent diffracted
signal as compared to 150 nm Au only, illustrating the sensitivity of elec-
tron diffusion near the gold surface on the presence of a buried layer such as
Pt. The decay of the diffracted signal is also found to be dependent on the
type of buried metal layer and is correlated with the electron-phonon cou-
pling strength of the buried metal. The TTM numerical calculation of the
electron temperatures shows good agreement with our measurements. The
experiments show a correlation between the diffraction signal after optical
excitation and the lattice temperature dynamics. In the original paper [36],
we have also demonstrated the use of the electrodynamics sensitivity to de-
tect buried interfaces optically hidden by opaque layer.





4
Unraveling Phononic, Optoacoustic,
and Mechanical Properties of Metals

with Light-Driven Hypersound

In this chapter we present the results of transient grating experiments on
metal layers. With these measurements we observe the effects of the induced
dynamics at almost ≈1 ns after excitation of the metals. We compare the
experiments with the numerical calculation, which capture all the aspect re-
lated to the propagation of ultrasound waves in a metal. Finally, fitting the
model to the observed data we can retrieve important material properties.

This chapter has been published in Phys. Rev. Applied 13, 014010 (2020) [5].
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4.1. Introduction
A thorough understanding of the electron-phonon, thermo-optic and acous-
tic properties of materials is of paramount importance for many applications
in materials science and advanced applications adopting laser-induced sound
waves. While ultrasound experiments have enabled measurements of sample
geometry, the quantitative retrieval of bulk material properties in such exper-
iments has remained an open challenge. Various results on model-based anal-
ysis of experimental measurements have been reported [29, 32, 34, 75–83],
which yielded remarkable results about the acoustic wave generation mecha-
nism itself. Nevertheless, most of the models are based on a one-dimensional
description of the acoustic wave propagation and only incorporate a rather
limited description of the various physical effects in laser-induced ultrasound.
Due to this incompleteness in the existing models, to the best of our knowl-
edge a rigorous, quantitative analysis of the experimental results through
direct model fitting has not yet been achieved. Such a quantitative analysis
is challenging yet demanding as it requires a comprehensive and yet accu-
rate modelling of the complex interplay between all the different physical
effects involved in the generation, propagation and detection of the ultra-
sound pulses, which occurs over timescales that span orders of magnitude.
The detected signal is a coherent addition of signals resulting from atomic
displacements, strain- and thermo-optic effects, and possibly multilayer in-
terference effects such as Brillouin scattering, and these signals in turn result
from a combination of electronic and thermal effects, surface and longitudi-
nal acoustic waves, possibly including multiple reflections from sub-surface
interfaces. To disentangle all these different possible contributions and eluci-
date their respective roles in the signal formation, a full theoretical treatment
should accompany the experiments. Fitting the experimental results to the
output of such a model then enables a detailed analysis of the different phys-
ical effects involved, but also allow the retrieval of fundamental material
properties such as electron-phonon coupling strengths, acoustic parameters,
as well as acousto-optic and thermo-optic couplings [34, 82]. In addition,
models based on a 1D wave equation [32, 34, 79–81, 83, 84], do not capture
dynamics of surface acoustic waves (SAWs) and diffraction. These effects be-
come important especially for nanoscale materials [85, 86] and structured or
small excitation volumes [29, 34, 83, 87]. To include phenomena such SAWs
and acoustic diffraction, a two-dimensional model is a minimum requirement.
Furthermore, acoustic damping is an important but complex phenomenon at
ultrasound frequencies, as picosecond-timescale phonon dynamics can signif-
icantly influence microscopic viscosity and strain [88–91]. Yet, these effects
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are usually not being considered.

TSSAW

LAW

SAW

A) B) C)

Figure 4.1: Schematic of laser-induced ultrasound in a transient grating configuration. A)
Two ultrafast pulses interfere at the sample surface, heat the electrons in a thin layer at the
surface of an opaque medium (here shown partially transparent for viewing purposes). B)
The electron energy is transferred to the lattice, resulting in ultrahigh-frequency acoustic
phonons that travel into the sample as longitudnal acoustic waves (LAWs) or along the
surface as surface acoustic waves (SAWs). A local temperature increase at the surface also
results in thermal stress (TS). C) The returning LAWs, as well as the SAWs and TS lead to
surface displacement and refractive index changes at the surface, which are detected with
a delayed probe pulse through diffraction.

In the experiments presented in this chapter we use a transient grating to
pump the sample [34] and measure the diffraction of the probe as function of
delay time. The concept of using a transient grating to measure laser-induced
acoustic waves can be summarised as follows, also shown in Figure 4.1. Two
ultrafast pump laser pulses arrives to the surface with opposite angle. The
generated interference pattern first excites the sample surface, giving rise
to an elevated temperature of the electron gas in the bright fringes of the
periodic pattern. The energetic electrons thermalize with the lattice which
is initially cold, until a common temperature is reached. The rapid increase
of lattice temperature causes an abrupt expansion of the sample top layer,
which leads to the generation of a strain pulse whose spatial extent and fre-
quency are determined by both the electron-phonon coupling strength and
the electron transport and thermal diffusion. For strongly absorbing met-
als with high electron-phonon coupling, the energy transfer to the lattice is
confined to a depth of a few nanometers, leading to a high frequency, longi-
tudinal acoustic pulse that propagates into the sample at the speed of sound.
The spatial inhomogeneity of the excitation profile results in the excitation of
shear waves and surface acoustic waves (SAWs) [29, 85, 87, 92, 93] or guided
modes such as Lamb waves [28]. The generated acoustic pulse, when being
reflected at a material interface inside a sample, appears as an echo propa-
gating back to the sample surface. This echo, manifesting itself as atomic
displacements and/or a local modification of the dielectric constant, can be
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detected optically by a delayed probe pulse through diffraction [34, 87]. For
sufficiently large excitation energy, nonlinear acoustic waves and even soli-
tons have also been observed [77, 94, 95].

In this chapter we introduce a two-dimensional model that fully captures
the above mentioned physics and nanoscale interactions of laser-driven ultra-
sound in solids. We use this model in combination with transient grating ex-
periments to characterize the propagation of ultrasound in various thin films,
and to retrieve information on a multitude of material properties that gov-
ern dynamics on timescales ranging from femto- to nanoseconds. The model
equations are efficiently solved by a self-developed numerical code adopting
2-dimensional Finite-Difference Time-Domain (2D-FDTD) method, enabling
least-squares fitting of the experimental data to the model simulations and
thus a quantitative extraction of multiple electronic, thermo-optic and acous-
tic parameters of the investigated materials. In addition, we show that this
combined approach enables disentanglement of various contributions to the
signal formation, including longitudinal and shear waves, SAWs, Lamb waves,
acoustic diffraction, thermo-optic effect, Brillouin scattering and frequency-
dependent damping and dispersion of the ultrasound waves. The model has
already found successful application in disentangling various physical effects
and understanding signal formations in pump-probe sub-surface alignment
metrology in photolithography [96].

4.2. Numerical and experimental approaches
4.2.1. Simulation of ultrafast photo-acoustics

The first step of the model is the absorption of the laser pulse and the
generation of thermal stress due to the sudden heating of the lattice. The
optical intensity inside the sample is calculated by solving the Maxwell’s
equations using the material permittivity and laser parameters as input. The
energy transfer between the electrons and lattices is modeled via the two-
temperature model, assuming separate temperatures for the electron and
lattice subsystems [9, 10], and including energy transport through electron
and phonon dynamics. The temperature dependence of electron heat capac-
ity and thermal conductivity are also taken into account. More details on
this first step can be found in section 2.2 in Chapter 2.

In metals, thermoelasticity is the dominant mechanism for picosecond acous-



4.2. Numerical and experimental approaches

4

45

tic pulse generation [75, 76]. The elevation of the lattice temperature causes
an isotropic thermal stress 𝜎𝑡ℎ whose two cartesian components are given by

𝜎𝑡ℎ
𝑥 = 𝜎𝑡ℎ

𝑦 = −3𝐵𝛽Δ𝑇𝑙(𝑥, 𝑦, 𝑡), (4.1)

where 𝐵 is the bulk modulus and 𝛽 is the linear expansion coefficient. The
temperature increase Δ𝑇𝑙(𝑥, 𝑦, 𝑡) is obtained by the solution of the two-
temperature model. Throughout this chapter, the coordinate 𝑥 represents
the axis perpendicular to the sample surface while 𝑦 is the axis along the
surface. To model the propagation of the sound waves, Eq. (4.1) is used
as a source term in the equation of motion for an isotropic, linear elastic
wave [15, 97]. The acoustic attenuation is introduced (additional relaxation
effects will be introduced later) by adding two extra viscous terms as it is
done in the Navier-Stokes equation [14, 88], resulting in the following equa-
tion of motion:

𝜌𝜕2u
𝜕𝑡2 = 𝜇∇2u + (𝜇 + 𝜆)∇(∇ ⋅ u) + ∇𝜎𝑡ℎ

+ 𝜉∇2v + (𝜉 + 𝜆𝑣)∇(∇ ⋅ v), (4.2)

where u is the displacement vector, 𝜌 the mass density, 𝜆 and 𝜇 are the two
Lamé parameters, v is the velocity vector, 𝜉 the coefficient of shear viscosity
and 𝜆𝑣 is linked to the coefficient of bulk viscosity 𝜂 as 𝜆𝑣 = 𝜂 − 2𝜉/3.
Expanding Eq. 4.2 in two-dimensional cartesian coordinate leads to two cou-
pled differential equations for the velocity v and the strain field s,

𝜕𝑣𝑥
𝜕𝑡 = −1

𝜌(𝜕𝜎𝑟𝑒
𝑥

𝜕𝑥 + 𝜕𝜎𝑟𝑒
𝑥𝑦

𝜕𝑦 + 𝜕𝜎𝑣
𝑥

𝜕𝑥 + 𝜕𝜎𝑣
𝑥𝑦

𝜕𝑦 − 𝜕𝜎𝑡ℎ
𝑥

𝜕𝑥 ),

𝜕𝑣𝑦
𝜕𝑡 = −1

𝜌(𝜕𝜎𝑟𝑒
𝑦

𝜕𝑦 + 𝜕𝜎𝑟𝑒
𝑥𝑦

𝜕𝑥 + 𝜕𝜎𝑣
𝑦

𝜕𝑦 + 𝜕𝜎𝑣
𝑥𝑦

𝜕𝑥 − 𝜕𝜎𝑡ℎ
𝑦

𝜕𝑦 ), (4.3)

and,

𝜕𝑠𝑥
𝜕𝑡 = 𝜕𝑣𝑥

𝜕𝑥 ; 𝜕𝑠𝑦
𝜕𝑡 = 𝜕𝑣𝑦

𝜕𝑦 ; 𝜕𝑠𝑥𝑦
𝜕𝑡 = 𝜕𝑣𝑥

𝜕𝑦 + 𝜕𝑣𝑦
𝜕𝑥 . (4.4)

In the above equations, 𝑠𝑥 and 𝑠𝑦 are the components of normal strain and
𝑠𝑥𝑦 the shear strain, 𝜎𝑟𝑒

𝑥 and 𝜎𝑟𝑒
𝑦 are the normal stresses and 𝜎𝑟𝑒

𝑥𝑦 is the shear
stress. The superscript “re” stands for “restoring” as they originate from the
restoring force. The strain field and the stress field are linked through the
strain-stress relation, which can be obtained in the expansion of Eq. 4.2 as
well:
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𝜎𝑟𝑒
𝑥 = −(𝜆 + 2𝜇)𝑠𝑥 − 𝜆𝑠𝑦; 𝜎𝑟𝑒

𝑦 = −(𝜆 + 2𝜇)𝑠𝑦 − 𝜆𝑠𝑥,
𝜎𝑟𝑒

𝑥𝑦 = −𝜇𝑠𝑥𝑦. (4.5)

The expansion of the attenuation terms in Eq. 4.2 leads to relations which
link the viscous stresses to the strain rates:

𝜎𝑣
𝑥 = −(𝜆𝑣 + 2𝜉)𝜕𝑠𝑥

𝜕𝑡 − 𝜆𝑣
𝜕𝑠𝑦
𝜕𝑡 ,

𝜎𝑣
𝑦 = −(𝜆𝑣 + 2𝜉)𝜕𝑠𝑦

𝜕𝑡 − 𝜆𝑣
𝜕𝑠𝑥
𝜕𝑡 ,

𝜎𝑣
𝑥𝑦 = −𝜉 𝜕𝑠𝑥𝑦

𝜕𝑡 . (4.6)

As pointed out in Chapter 2, there is an analogy between the system of
Eq. (4.3) and Eq. (4.4) coupled via Eq. (4.5) and Eq. (4.6), and the Maxwell
equations coupled via the consitutive equations. Because of this analogy,
Eq. (4.2) can be solved by the FDTD method [98], which was originally de-
veloped for solving the time-dependent Maxwell’s equations [17].

The third step of the model is to calculate the optical response of the mate-
rial. In picosecond ultrasonics experiments, a delayed (probe) pulse is used
to detect the response of the sample due to the pump pulse. This is usu-
ally realized by measuring the changes in sample reflectivity [32], diffraction
efficiency in the case of transient grating experiments [34, 87], or interfero-
metric measurements [77, 80] where the electric field amplitude and phase
of the probe pulse are both measured. From a modelling point of view, all
these quantities require a calculation of the (reflected) complex electric field
of the probe pulse in the presence of pump excitation. In general, the re-
flected electric field of the probe is affected by either surface displacement
(which only influence the phase) or a local transient variation of the re-
fractive index (which may influence both amplitude and phase) due to the
presence of strain (strain-optic effect) or temperature elevation (thermo-optic
effect). Using the outputs of the model in the previous steps, i.e., the lat-
tice temperature, the strain field and the displacement field as a function
of space and time, the reflected complex electric field can be calculated by
numerically solving the Maxwell’s equations for the probe pulse, providing
that the strain-optic and thermo-optic coefficients are known. In this work
we use the transfer-matrix method [99] to calculate the reflected field details.
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4.2.2. Setup for ultrasound generation and detection
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Figure 4.2: (a) Schematic of the experimental setup. Two crossed pump beams are used to
create interference fringes on the sample surface. (b) Typical diffraction efficiency (𝐷𝐸)
measurement on a 200 nm Au film deposited on glass substrate and model calculation
which well reproduces the measured acoustic response. The inset shows calculated surface
displacement (in the direction perpendicular to the surface) at the center of the grating
line. The arrows mark the returning of echoes. Note the experimental curve has been
given an offset for clarity.

A schematic of the experimental setup is shown in Figure 4.2(a). Pulses
from an amplified Ti:Sapphire system (Femtopower, Spectra Physics, dura-
tion 30 fs, central wavelength 800 nm, repetition rate 1 kHz) are split into
pump and probe pulses by a 1% beam splitter. The stronger part is frequency
doubled in a BBO crystal to 400 nm wavelength to be used as pump beam.
This beam is subsequently split into two beams by a 50% beam splitter.
The two pump beams are then loosely focused onto the sample at a slightly
oblique angle (∼ 2∘). The pump beam diameter on sample is estimated as
1 mm. The pump pulse energy ranges from 3 µJ to 15 µJ depending on
the sample used. Special care was taken to ensure overlap of the two pump
pulses in space and time, creating interference fringes with a period of 6 µm.
The interference pattern excites the sample, leading to a spatially periodic
heating of the sample surface and thus generating a spatially periodic array
of acoustic pulses. This periodic array acts as a transient grating, propagates
through the sample and internally reflects at material interfaces. A probe
beam (800 nm) then illuminates the pumped surface, and its time delay
with respect to the arrival of pump pulse is controlled via an optical delay
line. This probe beam is then diffracted by the pump-induced change to
the sample. The energy contained in the first-order diffraction is measured
by a photodetector and the signals are subsequently sent through a box-car
integrator and collected by a data acquisition card as a function of pump-
probe delay. To improve detection accuracy, one of the pump beams passes
through a 500 Hz mechanical chopper, so that the signal without pump ex-
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citation is also measured. This allows us to subtract the background level
from the signal with pump excitation to ensure that only the pump induced
change is measured. The data belonging to the same pump-probe delay is
averaged over 100-500 pulses to further increase signal-to-noise level.

Experimental data were obtained through measurements on either metal-
film-on-substrate samples or free-standing metal membranes. Metals with
a large difference in electron-phonon coupling strength (Au, Al and Ni) are
chosen as electron-phonon coupling is the dominant factor determining the
frequency of the excited sound waves. The use of free-standing membranes
ensures that more acoustic echoes can be measured as reflection loss at in-
terfaces is minimized, and metal-film-on-substrate samples are measured for
comparison. Figure 4.2(b) shows a typical transient diffraction efficiency
signal measured on a 200-nm-Au-layer on glass substrate sample. The fast
signal around zero time delay originates from the generation of hot electrons,
which give rise to a change in the local dielectric function. This contribution
vanishes after a few picoseconds as the energy is transferred to the lattice
due to electron-phonon coupling. This abrupt heating of the lattice sets
up a thermal stress which generates acoustic pulses at material boundaries.
In fact, the temperature distribution obtained during the calculation shows
that the whole layer is heated up almost homogenously thanks to the relative
weak electron-phonon coupling of Au combined with fast electron diffusion
and ballistic range, compared with the relative thin film thickness. This
near-homogenous heating generates two acoustic pulses launched almost at
the same time, one starting at the Air/Au interface and the other starting
at the Au/glass interface. The two acoustic pulses propagate in the opposite
direction and reflect back and forth inside the Au layer, forming a “breathing-
like” mode with a period determined by one round trip time of the acoustic
pulses. These are recovered in the model calculation using electronic and
mechanical properties of Au.

4.2.3. Fitting experimental data

To quantitatively extract the material properties, measured signal (data of
𝑡 >5–10 ps after the electron-phonon coupling) as a function of pump-probe
delay is then normalized by the maximum value and least-squares fitted us-
ing the model described in section 4.2.1. Important electronic and acoustic
properties of the metal layers such as electron-phonon coupling, speed of
sound, acoustic attenuation, thermal-optic coefficient etc. and some exper-
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Figure 4.3: Fitted values (G) of electron-phonon coupling constant of Au, versus initial
guessing values (G0) randomly generated within predetermined interval [0.78, 7.8] × 1016.
The color scale represents normalized residual (𝜒2) foor each fit. Those fits within 3%
variation to the smallest 𝜒2 are plotted and used for determining parameter bounds. The
lower and upper bounds of G are defined as the minimum and the maximum values (2.05×
1016 ≤ 𝐺 ≤ 2.78×16).

imental conditions with small uncertainties such as the transient grating
period are treated as fitting parameters while other parameters are either
taken from known literature values or estimated from experimental condi-
tions. Least-squares fitting with multiple fitting parameters can be hindered
by multiple local minima in the fitting residual. In order to obtain a solution
as close as possible to the true global minima, we use a so called ”multi-
start” fitting procedure. We first randomly generate some 200–500 parame-
ter values for each of the fitting parameters within predetermined intervals,
forming 200-500 initial parameter sets. Least-squares fitting routines are
then carried out separately using each of the parameter sets as initial guess
values. This procedure generates 200-500 optimized parameter sets. Those
parameter sets are then sorted by their normalized fitting residual, 𝜒2. The
best-fit values are determined as being the set of parameters which yields
the lowest residual, 𝜒2

𝑚𝑖𝑛. The upper and lower bounds of fitted parameters
are also determined from those optimized parameter sets using a predefined
Δ𝜒2 = (𝜒2 − 𝜒2

𝑚𝑖𝑛)/𝜒2
𝑚𝑖𝑛 criterion. Figure 4.3 shows fitted electron-phonon

coupling constants of Au using the ”multi-start” fitting procedure as an ex-
ample. In this fit, 200 initial values are randomly generated for each of the
fitting parameter including the electron-phonon coupling constant. The pre-
determined interval is used as both the bounds for the generation of guess
parameters and the final fitted values. Two hundred fitting routines are then
carried out separately, and the one with the smallest normalized residual (𝜒2
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= 1.38) is selected as the best-fit (G = 2.71×1016 𝑊𝑚−3𝐾−1). The bounds
of each fitted parameter can also be determined from the ”multi-start” pro-
cedure using a predefined Δ𝜒2 criterion. For example, the lower and upper
bounds of G are defined to be the minimum and maximum values of those
fits with a 𝜒2 within 3% of the lowest value.

4.3. Results and Discussion
4.3.1. Ultrasound characterization of a free-standing aluminium mem-

brane

Experiments on Al were performed on a 400 nm free-standing membrane. In
Figure 4.4(a) we plot the measured data, along with the best-fit model calcu-
lation, and the resulting diffraction efficiencies calculated by only the total
surface displacement and by only the thermo-optic effect. The measured
signal is a coherent sum of the electric fields of the individual contributions,
rather than a direct sum of diffraction efficiencies. The surface displacement
contribution acts as a pure phase grating while the thermo-optic contribution
acts as both amplitude and phase grating. The signal of the first 50 ps is dom-
inated by the thermo-optic effect which manifests as a decaying background
caused by heat diffusion, and therefore we also treat the thermal conductivity
as a fitting parameter to better recover the background. The calculated tem-
perature evolution is shown in Figure 4.4(b). The contribution from surface
displacement itself can be divided further into 3 sub-contributions, namely,
from the thermal surface expansion (TSE, Figure 4.4(f)), the longitudinal
acoustic waves (LAWs), Figure 4.4(f-h)), and the surface acoustic waves or
more specifically, Lamb waves in free membranes(Figure 4.4(i)). The TSE
is caused by the temperature increase and decays slowly as the surface cools
down, while the longitudinal acoustic wave is generated because of the rapid
surface expansion. The longitudinal wave which reflects off at the other side
of the membrane, when it returns to the surface region, contracts the TSE
and therefore reduces the diffraction signal. This event happens every acous-
tic round-trip time, thus appearing as equally spaced dips in Figure 4.4(a).
These two contributions will be discussed further later in the discussion of
the gold results: the difference is that we see a better separation of these two
effects in the aluminum data because of a much shorter spatial extent of the
excited acoustic pulse. This high frequency content results from aluminum’s
much higher electron-phonon coupling strength and slow electron thermal
diffusion without ballistic transport. Another noteworthy observation is the
overall increase of diffraction efficiency after ∼ 400 ps, which we believe is
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Figure 4.4: (a) Measured diffraction efficiency (dots) and corresponding model fit (solid
line) on a 400 nm Al free-standing membrane. The dotted line, dashed line, and dash-
dotted line are diffraction efficiencies from each contributions: the total surface displace-
ment, surface displacement of TSE and Lamb waves, and the thermo-optic effect. The
increase of surface temperature at the center of grating line is shown in (b). Calculated
diffraction efficiency (normalized) due to the interference of Lamb waves is shown in (c) for
an extended period of time, illustrating its periodic nature. The normal component of the
displacement vector along the sample surface is shown in (d) for 3 time instants which are
marked by black arrows in (a). (e) Normal component of the surface displacement vector
(blue dashed line) at the periodic boundary (𝑦 = 0). The double-side arrows mark the
timing of the extra dips. The displacement vector distribution at 4 time instants (marked
by red arrows in (a)) which illustrate (f) the generation of TSE and longitudinal acoustic
wave, (g) contraction of the surface due to the returning of the longitudinal wave, (h) the
recovery of the TSE, and (i) the appearance of Lamb waves at longer time delays. The
color represents the increase in the lattice temperature. The blue arrows indicate the prop-
agation direction of the longitudinal wave and Lamb waves. Note that the displacement
vectors are highly exaggerated to be visible for solely illustrative purpose.
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caused by an excitation of Lamb waves. This is further substantiated by
running a simulation with a very high attenuation coefficient set for the lon-
gitudinal waves, so that the longitudinal echoes are damped out in the first
few round-trips, leaving only the contributions from TSE and Lamb waves
at longer time delays. The resulting model signal is shown by the dashed line
in Figure 4.4(a), in which we see the same increase in diffraction efficiency
after 400 ps as the experimental measurement. In Figure 4.4(c) we plot an
extended calculation from only the TSE and Lamb waves, up to 20 ns. The
result shows a periodic oscillation with a period of ∼ 10.6 ns. On top of this
slow oscillation we also observe a smaller but faster oscillation with a period
of ∼ 1 ns. This oscillatory signal is due to the interference of excited Lamb
waves at the periodical boundary. These two frequencies (∼ 0.59 GHz and
∼ 6.3 GHz) correspond to the two lowest Lamb modes of the membrane.
A 2D Fourier transform (1D spatial and 1D temporal) of the calculated dis-
placement along the surface 𝑢𝑥(0, 𝑦, 𝑡) reveals the dispersion relation of Lamb
waves in the Al free-standing membrane. The result is shown in Figure 4.5
and compared with the analytical solution of the Lamb wave dispersion re-
lations [18, 100]. In the simulation, a source with small lateral dimension
(∼ 500 nm) is chosen to cover a wider k space. The model faithfully re-
produces the analytical results. The expected frequencies of the first two
lowest branches (at the transient grating wavenumber) are 𝜔𝐴0

=0.61 GHz
and 𝜔𝑆0

=5.5 GHz.
Another intriguing aspect is the appearance of additional dips between the
echoes, such as the one marked by the arrow at 𝑡 = 670 ps in Figure 4.4(a).
Our model calculation suggests these dips are not longitudinal echoes, but
actually result from mode conversion from longitudinal mode to higher order
Lamb mode. Figure 4.4(d) shows calculated surface displacement profiles at
3 time instants corresponding to the appearance of a longitudinal echo at
𝑡 = 608 ps, the recovery of the echo event at 𝑡 = 640 ps, and the appearance
of the additional dip at 𝑡 = 670 ps. As discussed before, the longitudinal
echo is caused by a compensation of the TSE, therefore Figure 4.4(d) shows
a large difference between the dotted line and the solid line in the center
of the grating line where the local optical intensity is maximal. However,
as shown by the difference between the dashed line and the solid line, the
additional dip is caused by a change of surface displacement in a region
close to the periodic boundary where the optical intensity is minimal. In
Figure 4.4(e) we show the calculated surface displacement (in the direction
of surface normal) at the periodic boundary (y=0) as a function of pump-
probe delay. The timings of the additional dips are perfectly aligned with
the dips in the surface displacement at y=0. This indicates that the origin
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Figure 4.5: Dispersion relation of Lamb waves in the Aluminium membrane retrieved
from the simulation (color map). The black and red dots are the solution of the analytical
expression of Lamb wave dispersion relations. Black dots correspond to asymmetric modes,
and red dots to the symmetric modes. The vertical dashed line indicates the wave number
of the transient grating used in the experiment, the horizontal dashed line indicates the
round-trip frequency of longitudinal echoes.

of the additional dips is due to waves that are travelling along the surface,
which results in constructive interference at the periodic boundaries. In thin
free-standing membranes, these waves are a specific case of surface-guided
waves called Lamb waves [18, 100]. The free boundary condition of mem-
branes imposes that specific combinations of frequencies and wave numbers
are allowed propagating waves while other combinations are evanescent. The
dispersion relation shows a branch (𝑆2) starting at the round-trip frequency
𝜔 = 𝜋𝑐𝑙

𝑑 of the longitudinal echoes, irrespective of the film thickness. This
corresponds to the fundamental longitudinal vibration mode of the mem-
brane. The longitudinal echo has a central frequency of 𝜋𝑐𝑙

𝑑 , which naturally
overlaps with this branch. Our present transient grating experiment can be
seen as an effective excitation around the wave vector 𝑘𝑦 = 2𝜋

Λ = 1 �m−1,
where Λ = 6.24 �m is the transient grating period. Therefore, the longitu-
dinal echoes effectively excite the 𝑆2 branch at 𝑘𝑦 = 1 �m−1. Due to the
diffraction of the longitudinal waves, part of the longitudinal echo arrives
at the free boundary at an oblique angle, causing particle movement along
the surface direction and converting some of its energy to the 𝑆2 Lamb wave
mode every time it reaches the metal-air interface. From the dispersion rela-
tion, we calculate the phase velocity of the 𝑆2 Lamb wave at 𝑘𝑦 = 1 �m−1 as
𝑣𝑆2

= 5.23×104 m/s. The time for the excited 𝑆2 Lamb wave to travel across
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one period of the transient grating then is Λ
𝑣𝑆2

= 119.4 ps, very close to the
round-trip time of the longitudinal echoes 2𝑑

𝑐𝑙
= 121 ps. This agrees with the

experimental observation that the period of the additional echoes appears the
same as the longitudinal echoes. Thus the additional echoes can be explained
as interference of 𝑆2 Lamb waves at the periodic boundary which themselves
are excited by mode conversion (longitudinal to Lamb mode). For small
values of 𝑘𝑦, the slope of the 𝑆2 branch on the determination of its phase
velocity can be neglected, giving an approximation of 𝑣𝑆2

= 𝜋𝑐𝑙
𝑑 /2𝜋

Λ = 𝑐𝑙Λ
2𝑑 .

Thus the predicted period of the additional echoes is Λ
𝑣𝑆2

= 2𝑑
𝑐𝑙

, exactly the
same as the round-trip time of the longitudinal echoes. This means that for
small transient grating wavenumbers, the period of additional echoes is al-
ways the same (approximately) as the longitudinal echoes, irrespective with
film thickness. This is also confirmed by simulations. The above analysis
can also be used to understand the timing of the additional echoes to be
in the middle of the longitudinal echoes. Since the above 𝑆2 Lamb waves
are excited at the moment when longitudinal echoes return to the surface,
the time delay between the longitudinal echo and the time when the excited
Lamb waves reaches the periodic boundary (and therefore interference max-
ima occurs) is Δ𝑡 = 0.5Λ

𝑣𝑆2
, which is half of the longitudinal round-trip time.

This means that there is a constant 𝜋 phase delay between the appearance
of the additional echoes and the longitudinal echoes. The growing amplitude
of the additional echoes over time can be understood as an increasing mode
conversion to the Lamb mode as more longitudinal reflections occur at the
surface.
The fitting of model calculations to the experimental data was done with a
“multi-start” procedure with 500 randomly generated initial parameter sets.
The best-fit parameters and their comparison with reference values are sum-
marized in Table 4.1 at the end of the chapter. By comparing different model
fits, we found that acoustic attenuation was not significant for the present
parameter range in aluminum, and conclude that the attenuation length far
exceeds the measured acoustic propagation distance of ∼ 5 �m. The electron-
phonon coupling strength of aluminium is about an order of magnitude larger
than for gold [11]. This property of Al is correctly captured in the fitting
result and the obtained value is somewhat lower than the reported DFT cal-
culations [11]. Regarding the layer thickness, the sample specification gives
an uncertainty smaller than 1 nm (d=391.1 nm), thus the thickness was fixed
to this value during the fitting. As a result, the best-fit speed of sound has
a very small uncertainty. Different from the case of gold as will be shown
later, in which the measured data can be well-explained by contribution
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from only the surface displacement, the data of aluminum suggests a large
contribution from the thermo-optic effect. This is to be expected, as the
800 nm probe wavelength coincides with the peak of the thermoreflectance
spectrum of aluminum [101]. To determine the complex thermo-optic coeffi-
cient, we treat its real and imaginary parts as two extra fitting parameters.
Their best-fit values are shown in Table 4.1. From this thermo-optic coef-
ficient, we then calculate the thermoreflectance using the Fresnel equation,
resulting in a value of 𝑑𝑅

𝑅𝑑𝑇 = 1.58 × 10−4 K−1, which lies well-within the
range of other reported thermoreflectance data [101–103]. To the best of our
knowledge, there is no direct report of the complex thermo-optic coefficient
of aluminum in the literature, although the optical conductivity of Al mea-
sured at various temperatures is reported in [104]. From this conductivity
data together with the reported thermoreflectance data we then deduce the
real and imaginary parts of the thermo-optic coefficient as reference values by
inverting the Fresnel equation. Our best-fit coefficients are consistent with
those deduced values. This demonstrates the ability to extract not only the
thermoreflectance, but also the real and imaginary parts of the thermo-optic
coefficient.

Figure 4.6: Measured diffraction efficiency (dots) as a function of pump-probe delay and
corresponding best model fit (solid line) on a 100 nm Ni layer on glass substrate. The other
two lines show the contribution from surface displacement (dotted line) and thermo-optic
contribution (dash-dotted line), respectively

In Figure 4.6 we show the measurement and the fit done on a 100 nm Ni
sample on a glass substrate. The results of the fit are include in Table 4.2
at the end of the chapter. It is worth noting that the detected signal on
Ni contains comparable contributions from surface displacement and the
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thermo-optic effect. The thermo-optic coefficient of Ni at 800 nm is of the
opposite sign to that of Al [103], and this is again correctly captured in the
material parameters retrieved from the Ni data presented in Table 4.2.
In a short summary for Al, the signal we measured at 800 nm probing wave-
length is a result of coherent sum of multiple physical effects, including sur-
face displacement caused by thermal surface expansion and propagating lon-
gitudinal acoustic waves, mode conversion from longitudinal modes to higher
order Lamb modes, interference of Lamb waves, and refractive index varia-
tion by the thermo-optic effect.

4.3.2. Measurements on gold films: complex ultrasound attenuation
behaviour
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Figure 4.7: Measured diffraction efficiency (dots) as a function of pump-probe delay and
corresponding model fits (solid lines) on (a) 500 nm Au on glass substrate sample and
(b) 500 nm Au free-standing membrane. The dotted-line in (b) is a calculation with no
acoustic attenuation (𝛼𝑙(𝜔) = 0). The insets are the calculated surface displacement at
the center of the grating line. The dash-lines mark the level of zero surface displacement.
(c) Frequency-dependent acoustic attenuation and (d) phase-velocity dispersion calculated
by Eq. 4.11 and Eq. 4.12 using the best-fit parameters (solid lines). The dashed-lines are
lower and upper bounds obtained from those fits with a 3% ∆𝜒2 criterion. The vertical
dotted-lines indicate the FWHM of the acoustic pulse bandwidth.

Transient grating experiments on gold were performed on two types of sam-
ples: a 500 nm Au layer deposited on a glass substrate and a 500 nm Au free-
standing membrane. The measured data for both types of samples, along
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with the best-fit model results, are shown in Figure 4.7(a-b). Strikingly
different from the results of Al, fitting of the data of both gold samples re-
veals large contributions from acoustic attenuation. This behaviour requires
an extension of the model to include the influence of microscopic damp-
ing mechanisms, as discussed below. At room temperature, the dominant
mechanism for acoustic attenuation results from the interaction of acoustic
phonons with thermal phonons [89–91], a relaxational damping process that
was first proposed by Akhiezer [105]. In this process, the sound waves dis-
turb the distribution function of the thermal phonons, and the return of the
system to equilibrium through phonon collisions removes the energy from
the sound wave. The acoustic wave described by Eq. 4.6 exhibits viscous
losses with quadratic power dependence on frequency, as it is the case in
the Navier-Stokes equation. However, the Akhiezer damping mechanism can
exhibit deviations from the quadratic power law, which has been observed
in ultrafast laser induced ultrasound waves [89–91]. Macroscopically, the
Akhiezer damping manifests itself as a relaxation process originating from a
noninstantaneous response of the medium to the change of the strain. An
analogous effect in optics is the electromagnetic wave propagation in a lossy
and dispersive medium, where the electric polarization density does not only
depend on the electric field at the current time, but also on its values at all
earlier times [98, 99]. To incorporate the relaxational Akhiezer damping into
our model, we rewrite Eq. 4.6 as a convolution,

𝜎𝑣
𝑥 = −𝐺𝑙(𝑡) ∗ [(𝜆𝑣 + 2𝜉)𝜕𝑠𝑥

𝜕𝑡 + 𝜆𝑣
𝜕𝑠𝑦
𝜕𝑡 ],

𝜎𝑣
𝑦 = −𝐺𝑙(𝑡) ∗ [(𝜆𝑣 + 2𝜉)𝜕𝑠𝑦

𝜕𝑡 + 𝜆𝑣
𝜕𝑠𝑥
𝜕𝑡 ],

𝜎𝑣
𝑥𝑦 = −𝐺𝑠(𝑡) ∗ 𝜉 𝜕𝑠𝑥𝑦

𝜕𝑡 , (4.7)

where 𝐺𝑙(𝑡) and 𝐺𝑠(𝑡) describe the relaxation process for the normal and
shear waves, respectively. Both 𝐺𝑙(𝑡) and 𝐺𝑠(𝑡) follow a functional form of
the type

𝐺𝑙 = 1
𝜏𝑙

𝑒 𝑡
𝜏𝑙 𝐻(𝑡); 𝐺𝑠 = 1

𝜏𝑠
𝑒 𝑡

𝜏𝑠 𝐻(𝑡) (4.8)

where H(t) is the Heaviside step function, 𝜏𝑙 and 𝜏𝑠 are the characteristic
time of the relaxation process involving longitudinal and shear phonons, re-
spectively. As lim𝜏→0 𝜔0 G(t) = 𝛿(t), Eq. 4.7 becomes Eq. 4.6 for the limiting
case. For a nonzero relaxation time, the viscous stress is determined by the
history of the strain rate but with its contribution decreasing exponentially
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Figure 4.8: Frequency-dependent (a) attenuation and (b) phase velocity (normalized) of
the longitudinal wave extracted from FDTD simulations, for 𝜏𝑙 = 1 fs, 𝛼𝑙0 = 1 GHz−2m−1

(black circle) and 𝜏𝑙 = 10 ps, 𝛼𝑙0 = 150 GHz−2m−1 (black square). The corresponding
curves by using Equations 4.11 and Equations 4.12 are shown as dashed lines and solid
lines. The inset shows the calculated strain profile at the two recording positions, for 𝜏𝑙
= 1 fs, 𝛼𝑙0 = 1 GHz−2m−1. Other parameters used in the calculations are taken from the
data of Au.

over the course of the history.

The method for solving the convolutions involved in Eq 4.7 is explained in
the appendix to the chapter. In order to find the attenuation and dispersion
behavior of the model with the implementation of Eq. 4.7, the one dimen-
sional version of Eq. 4.4 and Eq. 4.3 together with Eq. 4.1, Eq. 4.5, and
Eq. 4.7 are solved by the FDTD method. An artificial lattice temperature
function T𝑙(x; t) with a skin depth of 15 nm and a rise time of 1 ps is used



4.3. Results and Discussion

4

59

as an excitation source for the simulation. The 1 ps rise time is chosen to
ensure a frequency spectrum in the GHz to THz range. The resulting strain
temporal profile s𝑥(t) is then retrieved at two different locations x1 and x2
separated by a distance d. The ratio of Fourier transforms of the strain
at these two locations reveals the frequency-dependent attenuation 𝛼𝑙(𝜔) of
the longitudinal waves manifested by the model. Similarly, the frequency-
dependent phase velocity c𝑙(𝜔) can be retrieved by computing the phase shift
upon propagation over d, i.e.,

𝛼𝑙(𝜔) = −1
𝑑 ln | ̂𝑠𝑥(𝜔, 𝑥2)

̂𝑠𝑥(𝜔, 𝑥1) |; 𝑐𝑙(𝜔) = 𝜔𝑑
𝑎𝑟𝑔( ̂𝑠𝑥(𝜔,𝑥2)

̂𝑠𝑥(𝜔,𝑥1))
, (4.9)

where ̂𝑠𝑥 is the Fourier transform of s𝑥(t). Eq. 4.9 can be obtained by writing
a strain field with frequency 𝜔0 as ̂𝑠𝑥(𝜔; 𝑥) = 𝑠0𝑒𝑥𝑝(𝑖𝑘𝑥)𝛿(𝜔 − 𝜔0), where
𝑘 = 𝜔/𝑐𝑙(𝜔) + 𝑖𝛼𝑙(𝜔) is the complex wave number, and taking their ratio at
the two locations. We plot in Figure 4.8 the numerical calculations of Eq. 4.9
for two different values of 𝜏𝑙: 1 fs (black circle) and 10 ps (black square). In
the plot the results of our numerical implementation are compared with the
expected results according to Akhiezer model. The attenuation 𝛼𝑙(𝜔) for the
Akhiezer damping is [89, 90]

𝛼𝑙(𝜔) = 𝐶𝑙𝑇𝑙
2𝜌𝑐𝑙(𝜔)3

𝜔2𝜏𝑙
1 + 𝜔2𝜏2

𝑙
(⟨𝛾2⟩ − ⟨𝛾⟩2), (4.10)

where 𝑐𝑙(𝜔) the frequency-dependent longitudinal speed of sound, 𝛾 is the
Grüneisen parameter of the thermal phonons, and 𝜏𝑙 is the longitudinal
phonon relaxation time. The angular brackets stand for an average over the
entire population of the thermal phonons. A similar expression also holds
for the shear waves [106]. This expression can also be described by using a
phenomenological parameter, the bulk viscosity 𝜂 = 𝐶𝑙𝑇𝑙𝜏𝑙(⟨𝛾2⟩ − ⟨𝛾⟩2) as

𝛼𝑙(𝜔) = 𝜂
2𝜌𝑐𝑙(𝜔)3

𝜔2

1 + 𝜔2𝜏2
𝑙

= 𝛼𝑙0(𝑐𝑙0
𝑐𝑙

)3 𝜔2

1 + 𝜔2𝜏2
𝑙

, (4.11)

where we introduce the longitudinal speed of sound in the low frequency
limit 𝑐𝑙0 and 𝛼𝑙0 = 𝜂/(2𝜌𝑐3

𝑙0). It is apparent that in the low frequency
limit (𝜔𝜏𝑙 ≪ 1), 𝛼𝑙 = 𝛼𝑙0𝜔2, Eq. 4.11 reduces to the quadratic power law.
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Because of the delayed response in Eq. 4.7, there must be associated acoustic
dispersion, a requirement implied by causality: we find that the frequency-
dependent phase velocity 𝑐𝑙(𝜔) exhibited by the model with the incorporation
of Eq. 4.7 can be exactly described by the following expression

𝑐𝑙(𝜔) = 𝑐𝑙0(1 + 𝛼𝑙0𝑐𝑙0
𝜔2𝜏𝑙

1 + 𝜔2𝜏2
𝑙

). (4.12)

The obtained diffraction efficiency data in gold samples was fitted using the
model with the incorporation of Eq. 4.7, starting with 200 random initial
parameter sets. Important fitting parameters include the electron-phonon
coupling constant, sound velocity, bulk viscosity, and the phonon relaxation
time. The retrieved best-fit values are given in the Table 4.3 for 500 nm Au
on glass and Table 4.4 for 500 nm Au free-standing membrane.

A comparison of the calculated diffraction efficiency using the best-fit param-
eters to the measured data is given in Figure 4.7(a-b). As can be seen, the
numerical calculations accurately reproduce the measurements. There are a
few points worth mentioning in regards to these fits. Firstly, the electron
response is not included in the model and therefore only the data points for
𝑡 > 10 ps, when the electron gas has thermalized with the lattice, are used in
the fits. Secondly, in contrast to the Al data, the contribution from surface
displacement alone can explain the measured data very well. Thirdly, the
sudden heating of the metal layer after electron-phonon thermalization gives
rise to two effects: a thermal surface expansion (TSE) and the launch of an
acoustic pulse. Both these effects lead to surface displacement and there-
fore both act as a phase grating seen by the probe pulse. For the 500 nm
Au layer thickness, the spatial extent of the acoustic pulse is still too large
to see a complete separation of the two contributions. The TSE manifests
itself as a decaying background, because heat diffusion tends to reduce the
surface-expansion. The traveling acoustic pulse, compensates the surface-
expansion once every roundtrip time because of an opposite direction in the
displacement vector: the reflected acoustic pulse arrives at the surface as a
contraction instead of an expansion. For this reason, the acoustic echoes in
Figure 4.7(a) appears as dips in the diffraction signal. The situation is a
bit different in the membrane sample as can be seen in Figure 4.7(b), for
which the echoes contain small bumps (marked by arrows) inside of large
dips. This is because in the case of free-standing membrane, there is al-
most no reflection loss at material interfaces. As a results, the returning
acoustic pulse is not only strong enough to fully compensate the (reduced)
surface-expansion, but also change its direction (note the change of sign in
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the surface displacement plot). The height of this bump is largely deter-
mined by the amount of acoustic attenuation. In the unrealistic case of zero
acoustic attenuation (𝛼𝑙 = 0 of Figure 4.7(b)), the bumps would be much
more pronounced. We note that reflection losses at material interface due
to scattering by roughness could be another mechanism for acoustic attenu-
ation. Atomic force microscopy (AFM) was used to characterize the surface
roughness of the gold films. While scattering is expected to be significant
when the roughness size is comparable to the acoustic wavelength, the AFM
data shows that the RMS roughness is only ∼ 0.5 nm, well below the acoustic
wavelength in the gold samples. In addition, the fit results of the 200 nm gold
sample (Figure 4.2(b)) suggest a very similar acoustic attenuation per unit
propagation length as the 500 nm gold films. Considering the more frequent
interface reflections (per propagation length) in the thinner sample, if the
scattering loss dominates, the extracted acoustic attenuation per unit length
would have been much larger. Due to these considerations, the scattering of
acoustic waves at material interface is not considered further in our analysis.

The effect of acoustic dispersion can already be seen in Figure 4.7(b) by the
lower sound velocity (𝑐𝑙0) in the dotted-line. The fitting yields the parame-
ters 𝛼𝑙0 and 𝜏𝑙 with which the frequency-dependent attenuation and phase-
velocity dispersion can be obtained by evaluating Eq. 4.11 and Eq. 4.12.
These quantities are plotted in Figure 4.7(c-d). Rather than an 𝜔2-dependence
expected for the low-frequency limit, the observed attenuation is even slower
than 𝜔1. Using the best-fit parameter 𝜏𝑙 = 55 ps and the central frequency
of excited acoustic wave 𝑓0 = 2.77 GHz in Au, we obtain 𝜔0𝜏𝑙 = 0.96, indi-
cating an intermediate regime 𝜔𝜏𝑙 ∼ 1. It is worth noting that we have also
performed a fit with a fixed 𝜏𝑙 = 1 fs (thus 𝜔𝜏𝑙 ≪ 1), forcing it to be in the
frequency squared regime. In this case, we got a worse fit with almost twice
the residual (𝜒2 = 2.4). This means that acoustic attenuation in this high
frequency regime is better explained by relaxation damping, and incorporat-
ing such damping behaviour into the model improves the ability to model
high frequency ultrasound attenuation in picosecond ultrasonic experiments.

The observed diffraction signal when probing from the air side does not con-
tain a detectable contribution from the strain-optic effect. However, when
we probe from the substrate (glass) side, the signal shows high frequency
oscillations in addition to the expected surface displacement contribution.
We attribute these additional oscillations to the strain-optic effect resulting
from the acoustic wave propagation in the glass substrate. The generated
acoustic pulse from the metal layer is partially transmitted into the substrate,
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Figure 4.9: (a) Measured diffraction efficiency (magenta dots) and the corresponding model
calculation (solid line) on the 500 nm Au on glass sample pumped from the Au-Air side and
probed at the Au-Glass interface. The diffraction efficiency (normalized by the maximum of
the total contributions) calculated by only the displacement at the Au-Glass interface and
by only the strain-optic effect in the glass substrate are shown as dash and dotted lines. The
total contributions are a coherence addition of these two effects. (b) Strain (𝑠𝑥 component,
color scale) and displacement vector distribution (black arrows) at 𝑡 = 582 ps. Positive
strain represents expansion while negative strain means compression. The filled-circles
indicate the location of the Au-Glass interface. The blue arrow shows the propagation
direction of the strain wave in glass. The green arrows illustrate the reflection of the probe
pulse from the propagating strain pulses and the gold rear surface.

resulting in a local expansion and compression of the glass, thus altering its
refractive index. This strain wave forms additional gratings in the substrate,
propagating at the speed of sound. The probe pulse then diffracts from
both this moving strain wave and the substrate-metal interface, and these
diffracted fields interfere constructively or destructively depending on the
changing optical path difference. The overall effect is an oscillatory signal
with a periodic given by 𝑇 = 𝜆

2𝑛𝑐𝑙𝑐𝑜𝑠(𝜃) , where 𝜆 is the probe wavelength, 𝑛 is
the refractive index, 𝑐𝑙 is the speed of sound in glass and 𝜃 is the angle of in-
cidence. This effect known as Brillouin scattering is usually observed when
performing reflectivity measurements [107–110]. In the present diffraction
geometry, we observe a unique coherent addition of the Brillouin scatter-
ing and the surface displacement signal. Figure 4.9(a) shows the measured
diffraction efficiency and the model calculations when probing through the
glass substrate side. In the calculations, we use the extracted parameters
from the signal obtained when probing from the air side (Figure 4.7(a)) and
adjust the strain-optic coefficient of glass and the speed of sound in glass
until a good match is found. The obtained values are 𝜕𝑛

𝜕𝑠𝑥
= −0.35 and

𝑐𝑔𝑙 = 5.56 km/s. In the experiments we use linearly polarized beam at
normal incidence. Because the electric field vector of the probe beam is per-
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pendicular to the propagation direction of the longitudinal acoustic wave,
when the longitudinal strain is the only nonzero component, only the contri-
bution from 𝑃12 of the photoelastic tensor is measured. Using the relation
𝑃12 = −2 𝜕𝑛

𝜕𝑠𝑥
/𝑛3 we obtain 𝑃12 = 0.23, in very good agreement with the

reported value 𝑃12 = 0.252 [111].

As shown in Figure 4.9(a), the signal shape and the detailed high frequency
oscillations are well-reproduced, especially at early time delays. The strain-
optic contribution here is calculated by using the simulated strain 𝑠𝑥(𝑥, 𝑦, 𝑡)
and the transfer matrix method. The measured signal is a coherent addi-
tion of the displacement at the gold rear surface and the strain-optic effect
caused by the acoustic wave propagation in the glass substrate. The slight
mismatch after 400 ps may be due to the excitation of off-axis components
(𝑠𝑦 and 𝑠𝑥𝑦) as a result of acoustic diffraction. The off-axis components can
introduce optical anisotropy and the probe may sample other elements of
the photoelastic tensor. The displacement vectors at 𝑡 = 582 ps as shown in
Figure 4.9(b) exhibit off-axis components in the region close to the periodic
boundary. An extension of the probe calculation to include anisotropic me-
dia can further improve the results at longer time delays.

4.4. Summary
In this chapter we have introduced a new approach to picosecond ultrasonics,
which enables quantitative material characterization and the non-invasive
study of optically opaque nanoscale materials using light-driven ultrasound.
We achieve this by introducing an advanced 2D numerical model that cap-
tures the generation, propagation and detection of these ultrasound waves
in full detail, and subsequently combining this model with measured data
from picosecond ultrasonic experiments. By fitting the model to the ex-
perimental results, a detailed interpretation of the results in terms of the
underlying physics is obtained, and a wide range of material properties is re-
trieved. To demonstrate this ability, we have demonstrated an simultaneous
extraction of electron-phonon coupling constant, speed of sound, frequency-
dependent acoustic attenuation and dispersion, and thermo-optic coefficients
of several different materials as well as strain-optic constant with retrieved
parameters that are consistent with literature values to the extent at which
they were known. The extracted acoustic attenuation in gold films shows a
frequency-dependency that deviates significantly from the quadratic power
dependence, owing to enhanced relaxation damping in this high frequency
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range. In addition, we separate different contributions to the measured signal
by simulations with the best-fit parameters. The results show large contri-
butions of thermo-optic effects in Al and Ni and negligible contribution in
Au at 800 nm probing wavelength. For aluminium, we identify the contribu-
tions of Lamb waves and mode conversion from longitudinal to Lamb waves,
which are found to cause a gradual increase of the background level and addi-
tional dips at longer time delays. Furthermore, when probing from the glass
side, we observe a unique coherent addition of the Brillouin scattering on top
of the surface displacement signal which is well reproduced by simulations.
Our model therefore holds great promise for disentangling various physical
effects and interpreting signal formations in samples with complex geome-
tries and advanced applications with surface nanotopographies and highly
focused beams.
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Appendix
Solving the convolution

The solution to 4.7 in the main text, requires solving equations of the form

𝜎 = −𝐺(𝑡) ∗ 𝜁 𝜕𝑠
𝜕𝑡 , with 𝐺(𝑡) = 1

𝜏 𝑒− 𝑡
𝜏 𝐻(𝑡) (A.1)

To avoid a direct evaluation of the convolution, we define an auxiliary variable
S satisfying

𝑆 = 𝐺(𝑡) ∗ 𝑠 (A.2)

Taking the time derivative on both sides of Equation (A.2) and using the
relation 𝑑𝐻(𝑡)/𝑑𝑡 = 𝛿(𝑡), one finds

𝜕𝑆
𝜕𝑡 = 1

𝜏 [−1
𝜏 𝑒− 𝑡

𝜏 𝐻(𝑡) ∗ 𝑠 + 𝑒− 𝑡
𝜏 𝛿(𝑡) ∗ 𝑠] = − 𝑆

𝜏 + 𝑠
𝜏 (A.3)

With Equation (A.3), Equation (A.1) is equivalent to

𝜎 = 𝜁 𝜕(𝐺 ∗ 𝑠)
𝜕𝑡 = 𝜁(𝑆

𝜏 − 𝑠
𝜏 ). (A.4)

We can use Equation (A.4) for finding 𝜎 with S satisfying Equation (A.3).
Therefore the convolution by solving an extra differential equation Equa-
tion (A.3) instead. This equation can be easily solved using finite different
alongside the other equations of the model.
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Ultrafast laser-induced guided
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This chapter has been published in Phys. Rev. B 103, 064303 (2021) [31].
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5.1. Introduction
Laser-induced high frequency (GHz-THz range) elastic waves (also referred
to as acoustic waves or hypersound) in solids are extensively used in both in-
dustrial and academic research. In contrast to light, almost all solids are
transparent to sound, including many optically opaque media. For this
reason, many non-invasive methods for evaluating bulk materials based on
laser-induced elastic excitations are established. Recent advanced applica-
tions include using elastic excitation for communicating with quantum sys-
tems [114–116], imaging buried nanostructures [117, 118], quantitative re-
trieval of phononic and mechanical properties [5, 86] and subsurface detec-
tion of alignment gratings for photolithography [96], and more.

Earlier studies on laser-induced elastic waves were mostly focused on the in-
vestigation of one dimensional propagation of excited longitudinal phonons [32,
34, 75–77, 80], which have yielded remarkable results about the phonon
generation mechanism itself. Further progress in the field enables the gen-
eration and detection of shear phonons [29, 81, 119] and surface acoustic
waves [29, 85, 87]. Among these more complex types of waves, Lamb waves
are attracting increasing attention owing to their unique properties and po-
tential for specialized applications. Lamb waves are guided acoustic wave
modes existing in thin and freely suspended films [100]. The propagation
behaviour of Lamb waves can be used for nondestructive characterization of
thin films. One example is the zero-group-velocity modes where the group
velocity of the Lamb wave vanishes, resulting in acoustic energy localization
in the source region [28], offering reduced acoustic losses and enabling local
material sensing and testing applications [120, 121].

The excitation of Lamb waves requires a component of the particle move-
ment in the direction parallel to the free surface. In laser-ultrasonics, this is
usually realized by either tightly focusing the excitation laser pulse [28, 122]
or by employing nanostructured surfaces [123]. The dynamics of phonon
evolution is then detected by a delayed probe pulse in a pump-probe con-
figuration. Despite of the already established progress on laser generation
and detection of Lamb waves, there is still a need for a comprehensive and
detailed comparison between the measured signal and an advanced model
describing dynamics over time scales spanning orders of magnitude. Fur-
thermore, the role of thermal and acoustic contributions as well as different
acoustic field components in the evolution of the signal shape and the evo-
lution of the Lamb waves over propagation distance have not yet been fully
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investigated. Acoustic attenuation of the Lamb waves is another important
factor that is of practical importance, as it limits the interaction distance in
various applications.

Here, we present a combined experimental and theoretical study on ultrafast
laser-induced elastic waves in a thin, free-standing aluminum membrane. In
our experiments we use tightly focused laser pulse to generate high-frequency
Lamb waves. The optical response is probed at various locations with re-
spect to the focused pump pulse. The measured signals are shown to be in
excellent agreement with an advanced model we have developed earlier [5].
This combined experimental and theoretical approach allows us to address
several key aspects of Lamb wave evolution: the separation of signal con-
tribution due to different strain components, the thermo-optical effects, as
well as quantitative determinations of acoustic propagation losses and the
complex photoelastic coefficients. In addition, we present evidence of non-
linear propagation of the excited high-amplitude Lamb waves and show that
acoustic nonlinearity can alter the measured signal shape.

The chapter is organized as follows: In Sec. 5.2 we discuss the experimental
setup and the probe position-dependent measurements. In Sec. 5.3 we briefly
discuss the model we developed earlier and its adaptation to the current ex-
periment, as well as the fitting approach. In Sec. 5.4 we present the results
and interpretations.

5.2. Position-dependent pump-probe measurements
A schematic of the experimental setup is shown in Fig. 5.1(a). The output of
a Ti:Sapphire oscillator (Femtolasers XL500: wavelength centered at 800 nm,
pulse duration 70 fs, repetition rate 5.1 MHz) is split in two beams with a
90:10 beam splitter. The beam with higher intensity is used to generate
second harmonic (400 nm) of the fundamental wavelength using a 𝛽-barium
borate (BBO) crystal. This converted 400 nm beam is used as the pump
beam with a variable optical path length by using a mechanical translation
stage (PI) as the optical delay line. This beam is focused by a microscope
objective (Olympus LCPLN20XIR, x20, N.A. 0.45) onto the sample surface.
The pump power after the objective is measured to be 5.5 mW. The beam
with the fundamental wavelength (800 nm) is used as the probe beam. The
probe beam is sent through a telescope system consisting of two lenses: L1
with a focal length of 100 mm and L2 with a focal length of 200 mm. The
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800 nm, 70 fs
5.1 MHz Pump @ 400 nm

Probe @ 
800 nm

Chopper @ 5 kHz

crystal

Photodetector

Delay
Line
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λ/2

λ/2

λ/4

Lock-in
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(a) (b)
Pump

Probe

D

Figure 5.1: (a) Schematic of the experimental setup. The pump beam is tightly focused
on the sample surface using a microscope objective. The probe beam is positioned at
different distances 𝐷 with respect to the pump beam. (b) Reflectivity changes measured
on a 200 nm aluminum free-standing membrane, for different values of probe shift. The
reflectivity changes are measured through a modulation of the dielectric constant via the
photoelastic effect (Eq. 6.2). The inset in (b) illustrates the excitation of Lamb waves by
the tightly focused pump beam, and its detection using a spatially shifted probe beam. The
black arrows are the displacement vector of the excited Lamb waves (not to scale, only for
illustrative purpose). The color circles illustrate the relative position of the focused pump
(blue) and probe (red) beams for each measurement.

telescope system expands the beam such that it fills the entire objective aper-
ture to form a diffraction limited probe spot. The mirror M1 in front of L1
is mounted on a two axes mirror mount, and is imaged onto the back-focal
plane of the objective. By changing the angle of incidence of the beam on
the lens L1, an area on the sample surface can be scanned by the probe
beam, while leaving the pump beam position fixed [124]. We monitor the
position of the probe spot on the sample using an imaging system composed
by the objective and the L3 (f=200 mm) lens which projects an image of
the sample plane into a CCD camera. With the camera we also measure the
focal waist of the probe beam as 𝑤𝑝𝑟𝑜𝑏𝑒 = 1.2 𝜇𝑚 at 1/𝑒2 intensity. The
physical pixel size of the camera is 2.2 𝜇m, and with a magnification of 20x,
we can determine probe center position with an accuracy close to 100 nm.
With the CCD camera, we also measure the focused probe spot size versus
the probe displacement. The probe spot size slightly increases as it is moved
away from the pump spot. By fitting the probe spot image to a 2D Gaussian
function, the maximum increase in spot radius is about 100 nm at the largest
probing distance (5.5 𝜇𝑚). The size variations at shorter displacements are
even smaller. Such small variations of the probe size are far below the spot
size itself and estimated lateral acoustic wavelength. Therefore, its effect on
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the measured signals is negligible. The probe light reflected by the sample
is focused on a silicon photodiode (Thorlabs PDA100A2). The photodiode
signal is sent to a lock-in amplifier referenced by the chopping wheel which
modulates the pump beam at a frequency of 5 kHz. A calibration of the
lock-in output signal allows to record the absolute reflectivity change.

The reflectivity changes are measured for a range of probing distances (0 −
5.5 𝜇𝑚) on an aluminum free-standing membrane of 200 nm thickness. The
maximum probing distance enables the detection of Lamb waves propagating
away from the pumped region. Fig. 5.1(b) shows typical pump-probe traces
measured at 3 different probing positions. For the zero probing position,
a large and sharp peak is observed immediately after the pump excitation
which is caused by an abrupt heating of the free electrons and lattices. This
initial peak is not fully shown in the graph, to better visualize the acoustic
signals that are more important for this work. Repetitive dips are observed
after, which corresponds to an acoustic pulse bouncing back and forth in
the free-standing membrane. Differences in the background shape are also
observed for different probing positions. Detailed discussions and interpre-
tation will be presented in the following sections.

5.3. Theory
5.3.1. The numerical model

In order to understand the signal formation and to interpret the measured
data, we use the numerical model developed earlier in our group [5]. In the
model we incorporate the physics of all the steps involved in a typical picosec-
ond ultrasonics experiment, i.e., the generation, propagation and detection
of the ultrasound waves. For the generation, we treat thermoelasticity as
the dominant mechanism in metals [75, 76]. The evolution of the lattice
temperature is modeled by the two-temperature model [70] with actual laser
irradiation conditions as model inputs. For the sound propagation, we nu-
merically solve the equation of motion for an isotropic elastic wave, with
further incorporation of sound attenuation terms [5, 15, 97]:

𝜌𝜕2u
𝜕𝑡2 = 𝜇∇2u + (𝜇 + 𝜆)∇(∇ ⋅ u) + ∇𝜎𝑡ℎ

+ 𝜉∇2v + (𝜉 + 𝜆𝑣)∇(∇ ⋅ v), (5.1)
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where 𝜎𝑡ℎ is the thermal stress generated by the laser pulse, u is the dis-
placement vector, 𝜌 the mass density, 𝜆 and 𝜇 are the two Lamé parameters,
v is the velocity vector, 𝜉 the coefficient of shear viscosity and 𝜆𝑣 is linked
to the coefficient of bulk viscosity 𝜂 as 𝜆𝑣 = 𝜂 − 2𝜉/3. The thermal stress
𝜎𝑡ℎ is coupled to the generation step of the model through thermoelasticity.

Eq. 6.1 is solved by the finite-difference time-domain (FDTD) method [17] in
a two-dimensional (2D) geometry with the incorporation of proper boundary
conditions. For the front and back surfaces of the membrane, a free bound-
ary condition is implemented which requires the total stress at the air-metal
interface to vanish. For the two lateral boundaries, perfectly matched lay-
ers (PMLs) [98] are implemented to absorb nonphysical reflections from the
edges of the numerical grid. By solving Eq. 6.1, the two strain components
𝑠𝑥 and 𝑠𝑦 as well as the shear strain 𝑠𝑥𝑦 can be obtained [5]. Here, 𝑥 refers
to the axis perpendicular to the sample surface while 𝑦 refers to the axis
parallel to it. Having those strain components, the change in the electric
permittivity tensor can be evaluated, provided that the photoelastic tensor
is known. Here we assume the material is isotropic, thus the photoelastic
tensor has only two unknowns, 𝑃11, 𝑃12 and 𝑃44 = (𝑃11 − 𝑃12)/2 [81]. The
probe beam at our photodetector position is linearly polarized, thus we only
have to consider the y component of the electric field of the probe beam.
Under these assumptions the change in the permittivity tensor elements are:

Δ𝜖𝑦𝑦 = −𝜖2
𝑟(𝑃11𝑠𝑦 + 𝑃12𝑠𝑥); Δ𝜖𝑥𝑦 = −𝜖2

𝑟𝑃44𝑠𝑥𝑦, (5.2)

where 𝜖𝑟 is the dielectric constant of aluminum in the unperturbed state. In
our data analysis we have found that including Δ𝜖𝑥𝑦 does not result in a
better model fit through the measured data, indicating its negligible contri-
bution. Thus, in the following analysis, Δ𝜖𝑥𝑦 = 0.

Having the value of the permittivity change, the reflectivity change can be
calculated by solving the Maxwell’s equations for the probe pulse. In this
work, the transform matrix method [99] is used, which also takes into ac-
count the permittivity gradient along the propagation direction of the probe
pulse.

5.3.2. Least-squares fitting the measured data

The model described in the previous section is used to fit the measured data
using the least-squares algorithm. Material properties such as the electron-



5.4. Results and Discussion

5

77

phonon coupling constant, thermo-optic coefficient, photoelastic coefficients
𝑃11 and 𝑃12, acoustic attenuation coefficient, as well as membrane thickness
are treated as fitting parameters. The longitudinal speed of sound in alu-
minum is fixed as 𝑐𝑙 = 6420 m/s [112] during the fitting. The focal beam
waist of the probe beam is measured as 𝑤𝑝𝑟𝑜𝑏𝑒 = 1.2 𝜇𝑚. The measured sig-
nal at different probing positions can be seen as a convolution of the probe
beam with the response function induced by the pump beam, which already
contains information about the size of the focused pump beam. Therefore,
the focal beam waist of the pump beam is treated as an extra fitting pa-
rameter. Other parameters used in the model are either taken from known
literature values or estimated from experimental conditions.

5.4. Results and Discussion

Figure 5.2: Measured reflectivity change at four probe positions (magenta dots) and cor-
responding model fit (black lines) on an aluminum free-standing membrane of 200 nm
thickness. The inset shows the comparison between a linear acoustic model (blue line) and
a nonlinear acoustic model (black line).

Measurements were performed on a 200 nm thick aluminum free-standing
membrane for probing distances from 0 �m to 5.5 �m in 0.5 �m steps. These
values refer to the distances from the center of the focused probe beam to
the center of the focused pump beam. The values are determined from the
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.3: Measured reflectivity change (magenta dots) and model calculated reflectivity
change (black solid lines) at (a) 0 𝜇𝑚, (b) 2 𝜇𝑚, (c) 2.4 𝜇𝑚 and (d) 3.2 𝜇𝑚 probing
positions. The dotted lines, dash-dotted lines and dashed lines are reflectivity changes
from each contribution: the longitudinal strain (𝑠𝑥) contribution, the lateral strain (𝑠𝑦)
contribution and the lattice temperature contribution (thermo-optic). The strain profiles
along the membrane surface at multiple time delays are shown in (e-h), separated in the
strain components 𝑠𝑦 (e,f) and 𝑠𝑥 (g,h). The displayed time delays correspond to the
colored arrows in (b-d). The red bar in (e) illustrates the probing position of 2 �m. The
red filled circles in (f) illustrate the three probing positions. See also Video 1 in the
Supplemental Material of [31].
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recorded probe spot images during the measurement. In the data analysis
we found that the best match between the measured data and simulations,
especially the determined lateral propagation speed of the Lamb waves, were
found when a scaling factor of 0.8 was applied to these values of probing
distance. This is likely due to the uncertainty in the determination of the
magnification factor of our imaging system, limiting the accuracy of the de-
termination of the probing positions. We therefore applied this scaling to the
probing distances to use as both model inputs for fitting the data and the
presentation of the final results. We note that the scaling does not change
the interpretation of the results. We use the model to fit the measured data
at 0 𝜇𝑚, 0.8 𝜇𝑚, 1.2 𝜇𝑚 and 2 𝜇𝑚 probe positions (after applying the scal-
ing factor). The best-fit results are shown in Fig. 5.2. The agreement with
the measured data is excellent. In the fit we minimize the combined residual
of the measurements at these four probing positions. The calculated signals
at all probe positions share the same group of best-fit parameters except for
the probing position used for that calculation. The best-fit parameters are
shown in Table. 5.1 at the end of the chapter. It is worth noting that in
Ref. [30] only the ratio between the real part and the imaginary part of the
photoelastic constants are given, while our result yields not only the ratio
but also the amplitudes of the two photoelastic constants 𝑃11 and 𝑃12. This
is achieved by calibrating the absolute reflectivity change and by separating
different contributions to the measured signals. The measured signals can be
well-explained by the combined effects of three contributions: the refractive
index change induced by the two strain components 𝑠𝑥, 𝑠𝑦 and the thermo-
optic effect. In Fig. 5.3(a)-5.3(d) we plot the resulting reflectivity changes
calculated by each of those contributions alone. The total signal is a coherent
sum of the electric field variations due to the individual contributions, rather
than a direct sum of the reflectivities. The signal during the first 50 ps (inset
of Fig. 5.3(a)) is dominated by the combined effects due to the mass density
change and the lattice temperature change. The thermal stress introduced
by the laser pulse produces a non-propagating part of the strain component,
leading to a rapid increase of the density in the vicinity of the illuminated
surface, followed by its slowly recovery towards the room temperature value.
This density change is accompanied by the temperature change which shows
the rapid increase and the slowly recovery as well. Although these two ef-
fects always accompany each other, they contribute to the measured signal
by a different amount through the difference between the photoelastic con-
stant and the thermo-optic coefficient. For probing at 800 nm wavelength
on aluminum, the thermo-optic effect is expected to be large as the probe
wavelength coincides with the peak of its thermoreflectance spectrum [101].
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The magnitude of these two contributions are quite similar, yet their signal
shapes show slight differences: the increase of the thermo-optic contribution
is more abrupt while the strain contribution takes more time to develop.
This is to be expected as the strain develops after the temperature increase
and requires coherent motion of the lattice. The difference in their signal
shapes indicates that separating these two contributions by fitting their com-
bined effect is possible. In fact, excluding the thermo-optic effect in the fit
significantly increases the fitting residual. The best-fit thermoreflectance is
smaller than the reference value. This may be caused by an overestimation
of the incident pump fluence, but another possibility for this discrepancy is
cumulative heating due to the high repetition rate of the laser system. This
heating increases the steady-state sample temperature, which causes us to
extract a thermoreflectance that deviates from its room-temperature value.
The effect of this steady-state temperature rise on our signals can be seen
at the negative delay-times, which is around 1.2 × 10−3. We note that this
steady-state signal only introduces a constant offset to our data, which does
not affect the acoustic dynamics. To compare with the model, this offset is
subtracted from the total signal.

The signal after 50 ps is dominated by acoustic dynamics. The thermo-optic
effect and the non-propagating strain contribution are still present, but they
contribute to the measured signal in the form of a quasi-DC background. The
slope of this background is determined by long-term heat dissipation and re-
laxation of the surface strain. The repetitive dips with a period of ∼ 64 ps are
caused by the propagation and internal reflection of the longitudinal strain
component 𝑠𝑥. The period of these longitudinal echoes equals to one round-
trip time of the acoustic pulse. In Fig. 5.3(a) we see the broadening and
damping of the longitudinal echoes. This is caused by the combined effect of
acoustic attenuation and diffraction. In the model we assume a frequency-
dependent acoustic attenuation which is proportional to the square of the
acoustic frequency [5]: 𝛼𝑙(𝜔) = 𝛼𝑙0𝜔2. The attenuation coefficient 𝛼𝑙0 is
treated as a fitting parameter which yields the value 𝛼𝑙0 = 3.51 GHz−2m−1.
The quadratic dependence indicates more attenuation for higher frequencies,
effectively broadening the acoustic pulse. At this stage we can not completely
rule out the possibility of interface scattering loss to the attenuation of the
acoustic pulse. However, the microscopic roughness at the metal/air interface
is expected to be much finer than the acoustic wavelength, thus scattering
loss at our frequency range is expected to be small. The diffraction of the
longitudinal acoustic wave also broadens the echo. The acoustic diffraction
produces off-axis propagation with a slight angle which effectively dissipates
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(a)

(b) (d)

(c)

(e) (f)

Figure 5.4: Measured (a,b) and calculated (c,d) reflectivity changes at all probing positions.
The red dashed lines in (b,d) highlight the contribution from the lateral propagation of the
Lamb waves. In (b,d), red and green represent higher values while blue and white represent
lower values. The Lamb wave dispersion relation retrieved from the simulation is shown in
(e) as a colored plot. The black and red dots in (e) are solutions of the analytical expression
of Lamb wave dispersion relations. The black dots correspond to the asymmetric modes
and the red dots to the symmetric modes. The calculated reflectivity contribution from
the 𝑠𝑦 component is shown in (f), where the red arrow illustrates the propagation of the
𝑆0 Lamb mode.
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the energy and elongates the echo.

A striking aspect is the increase in the contribution of the lateral strain
component (𝑠𝑦), which, at zero probing position, gradually reaches its max-
imum at ∼ 600 ps. The tightly focused pump beam means that the effect of
acoustic diffraction and the redistribution of acoustic energy from longitu-
dinal strain (𝑠𝑥) to lateral strain (𝑠𝑦) significantly changes the signal shape
and thus can be measured. If the contribution of 𝑠𝑦 only slightly changes
the signal shape measured at zero probing position, its contribution becomes
increasingly important and dominates the overall background shape at large
off-center probing positions. In Fig. 5.3(b)-5.3(d) we plot the measured sig-
nal at three off-center probing positions and the separation of contributions
by the model calculations. One interesting observation is the initial decrease
and the follow-up increase of the background signal, forming broad dips for
these off-center positions. By looking at the 𝑠𝑥 contribution, such a broad
dip is absent for 𝐷 = 2 𝜇𝑚. For 𝐷 = 2.4 𝜇𝑚 and 𝐷 = 3.2 𝜇𝑚, the 𝑠𝑥
contribution does show a broad peak at the correct timing, however, it is
of the opposite sign to the measurements. On the contrary, the 𝑠𝑦 contri-
bution remarkably reproduces both the timing and the sign of these broad
dips. The 𝑠𝑦 contribution goes even to negative and back to positive again.
The off-center probe measures the ‘passing-by’ of the Lamb waves travel-
ing in the lateral direction. In Figs. 5.3(e) and 5.3(f) we show the lateral
strain (𝑠𝑦) profiles along the surface of the membrane at selected time in-
stants corresponding to the center of these broad dips. At 𝑡 = 100 ps, the
surface wave is just generated at the edges of the pump spot. At later times,
the surface wave is fully formed and starts to propagate outward from the
pumped region. The leading part of this wave is negative in 𝑠𝑦, while pos-
itive in its trailing part. The off-center probing positions therefore undergo
relatively slow compressions followed by expansions caused by the ’passing-
by’ of the lateral strain component. In Figs. 5.3(g) and 5.3(h) we show the
longitudinal strain (𝑠𝑥) profiles at the same time instants. The 𝑠𝑥 at these
timings are all positive, partially cancel out the reflectivity changes from the
𝑠𝑦 component. The slight disagreement in the amplitude of the broad dip in
Fig. 5.3(d) is expected to be caused by geometrical diverging effect. For a
diverging guided (propagating) acoustic wave spreading from a point source
in a two dimensional space as in the experiment, the wave energy is spread
out over the cylindrical surface area 2𝜋𝑟ℎ, where 𝑟 is the distance from the
wave front to the point source, and ℎ is the membrane thickness. Because
of energy conservation, this leads to a 1/𝑟 decay rate for the wave inten-
sity. Since for a propagating acoustic wave, the intensity is proportional
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to the wave amplitude squared [125, 126], it translates to a 1/√𝑟 law for
the wave amplitude. This geometrical diverging effect is absent in the 2D
simulations. The diverging effect can be ignored inside the source region,
the size of which can be estimated as equal to our focused pump beam size
(≈ 2𝑤𝑝𝑢𝑚𝑝 = 3.6 𝜇𝑚). For probing positions within this range, especially
for Figs. 5.3 (a)-5.3(c), the diverging effect is minimum and can be neglected.

Figs. 5.4(a) and 5.4(c) show the measured and the calculated reflectivity
changes at all probing positions. These calculations are obtained by using
the same best-fit parameters that are determined earlier. The magnitude,
evolution of the acoustic echoes, as well as changes in the background sig-
nal are well-reproduced by the simulations. In Figs. 5.4(b) and 5.4(d), the
reflectivity changes at all probing positions and time-delays are plotted as
two dimensional color plots. In both measured and calculated data, a white
band with oblique orientation is clearly observed (marked by red dashed
lines). This white band is a result of lateral propagation of one of the Lamb
wave modes, which, owing to the 𝑠𝑦 strain component, decreases the reflec-
tivity as the Lamb wave passes by the probing position. This is illustrated in
Fig. 5.4(f), where the contribution to the reflectivity due to 𝑠𝑦 component is
separated. Its negative contribution to the reflectivity and its lateral propa-
gation are clearly seen. From the slopes of the white band in Fig. 5.4(b) and
5.4(d), a very similar lateral propagation speed of ∼ 5600 m/s is determined.
To determine the Lamb wave modes, we retrieve the dispersion relation by
a spatiotemporal Fourier transform of the simulated strain field. The results
is shown in Fig. 5.4(e) and compared with the analytical solution of Lamb
wave dispersion relations [100, 125]. From the dispersion relation we deter-
mine the phase velocity of the 𝑆0 symmetric mode to be ∼ 5300 m/s, in good
agreement with the retrieved lateral propagation speed from Figs. 5.4(b) and
5.4(d). We can also observe that the group velocity of the 𝑆0 mode is very
similar to its phase velocity, suggesting small dispersions for this mode. The
agreement on the propagation speed indicates that the broad dips in the sig-
nal probed at large off-center positions, and thus the white bands observed
in Figs. 5.4(b) and 5.4(d) are caused primarily by an excitation of the 𝑆0
symmetric Lamb mode. The excitation of Lamb waves requires a component
of particle movement in the direction parallel to the surface. In our case this
is primarily caused by acoustic diffraction and mode conversion: The tight
focusing condition in our experiment results in the generation of a localized
acoustic field directly after the excitation. The localization gives rise to a
nonzero gradient parallel to the surface in the acoustic field, causing particle
movements parallel to the surface because of acoustic diffraction. Another
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cause of the Lamb wave generation is mode conversion (longitudinal to Lamb
modes): due to acoustic diffraction, part of the longitudinal wave arrives at
the surface at an oblique angle, causing particle movement along the surface
and converting some of its energy into Lamb waves [5]. A secondary cause is
the nonzero gradient in the thermal stress along the surface direction, which
can directly facilitate parallel particle movements. In pump-probe experi-
ments using a conventional geometry, i.e., a large pump spot and a small
probe spot, the lateral dynamics or Lamb waves are expected to have negli-
gible or minor contributions to the signals. The gradient in the temperature
and the acoustic field in the forward direction is usually quite large in metals
due to a shallow light-penetration depth and limited thermal energy diffusion
because of high electron-phonon coupling strength. For the lateral dynamics
to significantly change the measured signals, the pump beam needs to be
tightly focused. Our simulations with a variety of pump spot sizes show that
the lateral dynamics only significantly influences the signal shape when the
pump spot radius is smaller than 1 or 2 micrometers.

Several aspects of the data analysis need to be further addressed. First, in
the calculations, two aluminum oxide (Al2O3) layers with a thickness of 6 nm
on both sides of the free membrane are included. Ellipsometry measurement
on the sample confirms the present of 6 nm thick oxide layers. Second, the
heat dissipation is expected to be caused by heat diffusion in all lateral di-
rections. However, our 2D simulation results in a slower decay than what is
observed in the experiment. To correct for this, we introduced an extra heat
loss term in the lattice temperature equation of the two-temperature model.
This term is in the form of −(1/𝜏)[𝐶𝑙(𝑇𝑙 − 𝑇0)], where 𝐶𝑙 is the lattice heat
capacity, 𝑇𝑙 is the lattice temperature and 𝑇0 = 300 K is the environmen-
tal temperature. The parameter 𝜏 determines the rate of heat dissipation
away from the pumped area, and it is treated as a fitting parameter. The
best-fit 𝜏 is 5.2 ns. We note that this term does not change the simulated
acoustic dynamics. Third, we find that adding acoustic nonlinearity in the
calculations significantly improves the agreement between the measured and
calculated signals. A comparison between the best-fit results using a linear
acoustic model and a nonlinear acoustic model at zero probing position is
shown in the inset of Fig. 5.2. The nonlinear model reproduces better the
sawtooth signal shape especially observed at longer time delays. Acoustic
nonlinearity is incorporated into the model by adding a second-order term in
the strain-stress relation [5]: 𝜎𝑥 = −(𝜆 + 2𝜇)𝑠𝑥 − 𝜆𝑠𝑦 + (𝛾/4)𝑠2

𝑥. The best-fit
nonlinearity constant 𝛾 is found to be 1.2 × 1013 Pa.
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Our 2D nonlinear model shows the formation of sawtooth-like temporal
shapes. However, due to the complexity of the model, the point-source ex-
citation, and the combined influence of several physical effects, an intuitive
picture explaining the formation of such signal shapes is not readily obtained.
To better show the influence of nonlinear effects, we study a simpler system
which qualitatively shows the same nonlinear dynamics. Here we simulate
the nonlinear propagation of a 1D strain in a 200 nm aluminium free-standing
membrane. The strain pulse is launched in the simulation by a hypothetical
source: we assume that the temperature of the surface layer of the mem-
brane is increased by 40 K, with a rising time of 5 ps. The surface expansion
caused by this swift temperature increase generates a strain pulse propagat-
ing into the interior of the membrane. A schematic of the simulation scheme
is shown in the inset of Fig. 5.5(a). The temperature in the heated layer
follows an exponential decay with a characteristic length of 20 nm. This
heat source is much more localized to the membrane surface than that in
the experiment. This strongly localized heating ensures a narrow spatial ex-
tent of the resulting strain pulse. This gives rise to well-separated echoes,
and facilitates the observation of propagation-related effects. In Fig. 5.5(a),
we plot the strain 𝑠𝑥 at 5 nm below the excitation surface, as a function
of time, for both linear and nonlinear propagations. These traces show the
time evolutions of the generated strain as it undergoes multiple round-trips
in the membrane. For the simulation of nonlinear propagation, as mentioned
before, an additional second order term is added to the strain-stress relation:
𝜎𝑥 = −(𝜆 + 2𝜇)𝑠𝑥 + (𝛾/4)𝑠2

𝑥. This relation implies that the atoms in the
lattice experience a nonlinear restoring force upon displacement from equilib-
rium. While symmetric echoes are observed for the linear case, the nonlinear
propagation gives rise to increasing asymmetry. As marked by the yellow
arrows, the first crest of the echo gradually diminishes, while the second crest
seems to grow, as more propagation distance and internal reflections are ac-
cumulated. Despite the simplicity of this 1D nonlinear propagation model,
the reduction of the first crest can be seen in the experimental data as well,
as marked by the yellow arrows in Fig. 5.2. Because the echoes are not well
separated in the actual experiment, the changing heights of these first and
second crests give rise to the observed sawtooth-like signals. The asymme-
try in the nonlinear echo originates from the asymmetry in the nonlinear
strain-stress relation. The sign of the nonlinearity constant determines the
direction of this asymmetry, i.e. whether the first or the second crest would
become stronger.

These changes in echo shapes result from a strain-dependent propagation
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(a)

(b) (c) (d)

Figure 5.5: Nonlinear propagation of a 1D strain pulse. (a) The returned strain at the
location close to the membrane front surface (5 nm beneath the surface), as a function
of time, for linear (blue line) and nonlinear (red line) propagations. The blue line has a
vertical offset of −3 × 10−3 for clarity. The yellow arrows in (a) shows the diminishing of
the first crest of the echoes in the nonlinear case. The inset in (a) shows a schematic of the
simulation scheme, in which the topmost layers of the membrane are heated and a strain
pulse is launched into the interior. The red layer illustrates the temperature distribution,
while the pink and blue area illustrate the positive and negative parts of the generated
strain. (b-d) The strain profiles inside the membrane, at different time instants, for linear
(blue lines) and nonlinear (red lines) propagations. The red and blue arrows indicate the
propagation directions of the strain pulse. The blue dashed line in (d) is the linear strain
offset in position to overlap with the nonlinear strain profile for reference. See also Video
2 in the Supplemental Material of [31].
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velocity combined with the phase reversal upon reflection at the free surface.
From the nonlinear strain-stress relation we can define an effective speed of
sound through −𝜌0𝑐2

𝑒𝑓𝑓𝑠𝑥 = −𝜌0𝑐2
𝑙 𝑠𝑥 + (𝛾/4)𝑠2

𝑥, which gives

𝑐2
𝑒𝑓𝑓 = 𝑐2

𝑙 − 𝛾
4𝜌0

𝑠𝑥, (5.3)

where 𝑐𝑙 is the speed of sound in the absent of nonlinearity. The effect of
this strain-dependent velocity upon propagation is shown in Figs. 5(b-d).
An additional complicating factor is the reflection at free surfaces: Fig. 5(c)
shows a strain pulse after reflection at the back surface, where a sign reversal
has occurred due to the impedance mismatch between aluminum and air. As
a result, the velocity of the leading and trailing parts of the strain profile
will have changed after such a reflection, further complicating the profile
distortion. The calculation shows a significant reshaping of the propagating
strain pulse after several round-trips, as shown in Fig. 5.5(d) by the red trace.

The above analysis of the nonlinear effects is based on a simplified 1D pic-
ture. In our experiment, the signal change due to the nonlinear effect may
be affected by other factors, such as a larger spatial extent of the generated
strain, acoustic diffraction due to the localized excitation volume, the con-
tribution of different acoustic field components, etc. Although it is difficult
to separate the effect of each of these contributions on the nonlinear strain
propagation, these effects are included in our 2D simulations.

5.5. Summary
Lamb waves are excited in a thin, free-standing aluminum membrane by a
tightly focused fs laser beam. The optical response caused by the excitation
is measured at a range of probing positions around the excitation region
by delayed probe pulses. The measured reflectivity changes at all positions
and time-delays are compared with the calculations by using a 2D numerical
model. Excellent agreements between measurements and calculations were
found. This combined approach allows the separation of contributions to the
measured signals, as well as the role of different strain components on the
signal formations, which have not been clearly elaborated in previous studies.
It has been shown that the measured signal is a combination of several con-
tributions: the thermo-optic contribution, the strain-optic contribution due
to longitudinal and lateral strains. The off-center probe registers the lateral
propagation of the excited Lamb waves, which is identified as the 𝑆0 sym-



5

88 Laser-induced guided elastic waves in an aluminum membrane

metric Lamb mode by comparing with simulations. Besides, the excellent
model fit to the measured signals allows to retrieve quantitative information
on several parameters, such as the two complex photoelastic coefficients and
the acoustic attenuation coefficient. Furthermore, evidence of acoustic non-
linearity in the excited Lamb waves was found and a nonlinearity constant
is extracted.
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Amplifying detection of

laser-excited strain waves via
transparent nanolayers

This chapter has been published as part of Phys. Rev. B 104, 205416 (2021) [127]
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6.1. Introduction
Ultrafast laser generation and detection of acoustic waves in solids have at-
tracted increasing attention in recent decades. Thomsen et al. have first
shown that the absorption of a short light pulse by a solid can lead to the
generation of an extremely short stress pulse [75]. The absorption of an
ultrafast laser pulse by a solid can induce a material heating rate that is
only limited by the fundamental electron-phonon coupling process. With
this ultrafast heating rate, it is possible to generate acoustic frequencies of
hundreds of gigahertz (hypersound). The frequencies of the sound waves are
so high that this so-called picosecond ultrasonics technique is of great scien-
tific value and shows great promise for a number of applications. Examples
include nonlinear acoustics and solitons [77, 94, 117, 128], acoustic focusing
and shock waves [119, 129], as well as laser-induced sound waves for imag-
ing of buried nanostructures [117, 118, 130] and the detection of sub-surface
alignment gratings in photolithography [96, 131].

Excitation and detection of strain waves in photoacoustics can be realized by
pumping the solid with a pump pulse and detecting its optical response by a
time-delayed probe pulse: the pump pulse excites a strain pulse propagating
into the solid and where it can be scattered/reflected back to an interface
where its disturbance to the optical properties of the solid is detected by
the probe pulse. Such an interface is usually a free surface, forming the
solid/air boundary. It is well known that the total stress vanishes at free
surfaces [75, 132]. This implies a local variation in the acoustic field caused
by a change of boundary condition, making the properties of acoustic waves
and their interactions with the probing light near the free surface of prime
importance for their detection. Although such free surfaces are routinely
encountered in experiments adopting all-optical generation and detection of
acoustic waves, the implications of a free surface on the detection of the
acoustic waves, to the authors’ knowledge, have never been examined either
theoretically or experimentally. In this chapter, we present both experimen-
tal and theoretical evidence that the presence of a free surface has a profound
influence on the detection of the strain waves. In our experiments, we use
specially designed samples to separate the effect of the free surface on the
strain detection. The discovered effect is further confirmed by comparing
the measurements to an advanced numerical model that we have developed
earlier [5] with the implementation of free-boundary conditions, showing ex-
cellent agreement to the measured data. This work elaborates a key aspect
in the detection of strain waves at free surfaces by optical means and can
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Figure 6.1: (a) Simplified schematic of the experimental setup. The pump and probe
beams are focused on the surface of the aluminum layer through the Al2O3 layer by a
microscope objective. The dichroic mirror ensures that only the reflected probe beam
can reach the photodetector. Samples with Al2O3 layers of different thicknesses (nominal
values of 0−10 nm) are used for the experiment. The obtained signal is proportional to the
reflectivity change. The measured signals (in arbitrary units) in these samples are shown
in (b). The inset in (b) is a magnified plot around the first echo.

lead to new strategies for signal enhancing and quantitative characterization
of multi-layer systems using laser-excited acoustic waves.

6.2. Experimental setup and samples
Our experiments are based on an ultrafast pump-probe setup originally de-
veloped for high resolution acoustic imaging [31, 130]. The experiments
are performed on thin aluminum films with a transparent dielectric layer
deposited on top of it with various thicknesses. The dielectric layer repo-
sitions the free surface from the metal/air interface to the dielectric/air in-
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terface. Thanks to the transparency of the dielectric layer, the probe pulse
measures the reflectivity variation always at the metal surface, irrespective of
the dielectric layer thickness. By probing through different thicknesses of the
transparent layer, the effect of the free surface on the strain detection can be
isolated and systematically studied. A simplified schematic of the setup and
the layered samples used in the experiments are shown in Fig. 6.1(a). The
pump and probe beams are focused on the surface of the aluminum layer,
through the transparent Al2O3 layer. The probe light reflected by the sam-
ple is focused on a silicon photodiode (Thorlabs PDA100A2). The generated
signal is sent to a lock-in amplifier to increase the signal to noise ratio. The
samples used in the experiments were fabricated on glass coverslips (borosil-
icate 170 𝜇𝑚). A 1 𝜇𝑚 thick Poly(methyl methacrylate) (PMMA) layer was
first deposited on the coverslip by spin-coating. The PMMA layer serves to
increase the acoustic impedance mismatch at the rear side of the aluminum
layer to increase the strength of the reflected strain wave for better detec-
tion. The PMMA layer is thick enough to ensure that no acoustic echo from
the PMMA/substrate interface be detected in our time-window of interest.
Both the aluminum layer and the Al2O3 layer were deposited last by elec-
tron beam physical vapor deposition (E-Flex, Polyteknik). The thickness of
the aluminum layer is kept constant for all samples. Al2O3 layers of various
thicknesses (0, 2, 4, 6, 8, 10 nm by nominal values) were deposited on top of
the aluminum layers.

6.3. Theoretical modelling
In order to understand the echo amplification observed in our measured sig-
nals, we simulate the experiments by using an advanced numerical model we
have developed [5]. The model includes all relevant physics of the generation,
propagation and detection of strain waves in metals by ultrafast laser pulses,
with the implementation of free boundary conditions.
In the generation part, we calculate the lattice temperature elevation by the
absorption of the laser pulse, which is used as a source term in solving the
following equation of motion for the acoustic wave [5, 15, 97]:

𝜌𝜕2u
𝜕𝑡2 = 𝜇∇2u + (𝜇 + 𝜆)∇(∇ ⋅ u) + ∇𝜎𝑡ℎ

+ 𝜉∇2v + (𝜉 + 𝜆𝑣)∇(∇ ⋅ v), (6.1)

where 𝜎𝑡ℎ is the thermal stress generated by the laser pulse, u is the dis-
placement vector, 𝜌 the mass density, 𝜆 and 𝜇 are the two Lamé parameters,
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v is the velocity vector, 𝜉 the coefficient of shear viscosity and 𝜆𝑣 is linked
to the coefficient of bulk viscosity 𝜂 through 𝜆𝑣 = 𝜂 − 2𝜉/3. The thermal
stress 𝜎𝑡ℎ is modeled through thermoelasticity [75, 76] as 𝜎𝑡ℎ = −3𝐵𝛽Δ𝑇𝑙,
where 𝐵 is the bulk modulus, 𝛽 is the linear expansion coefficient, and Δ𝑇𝑙
is the increase of lattice temperature calculated in the generation step of
the model. The third step is to calculate the reflectivity change. For this,
we relate the change of dielectric constant to the generated strain by the
photoelastic effect [81]:

Δ𝜖 = −𝜖2
𝑟𝑃12𝑠𝑥, (6.2)

where 𝜖𝑟 is the dielectric constant of aluminum in the unperturbed state,
𝑃12 is the complex photoelastic constant for longitudinal waves, and 𝑠𝑥 is
the longitudinal volumetric strain. Throughout the chapter, 𝑥 represents
the axis perpendicular to the sample surface while 𝑦 represents the axis par-
allel to it. Having determined the value of the dielectric constant change,
the reflectivity change is calculated by solving Maxwell’s equations for the
probe pulse. More details on the model can be found in Refs. [5, 31]. In
the calculation of the dielectric function (Eq. 6.2), we have neglected the
contributions to the reflectivity change from the shear (𝑠𝑥𝑦) and the lateral
(𝑠𝑦) strains [31], leaving only the contribution of 𝑠𝑥 to be included. This is
justified by comparing the result to a calculation with those contributions
included, which shows nearly identical (< 1% variation) reflectivity change,
for the first two echoes.

Eq. 6.1 is solved by the Finite-Difference Time-Domain (FDTD) method
with the incorporation of free-boundary conditions. We use the model to fit
the measured data shown in Fig. 6.2(a). In the fit, we minimize the com-
bined residual of the measurements on all samples. The electron-phonon
coupling constant determines the rate of electron-phonon energy exchange,
thus, it influences the frequencies of the generated strain pulse [5, 31]. It
is known that for aluminum, the thermo-optic effect has a strong influence
on the background signal [5, 31], as the 800 nm probe wavelength coincides
with the peak of aluminum’s thermoreflectance spectrum [101]. The value
of photoelastic constant 𝑃12 influences the observed echo shape. Therefore,
these parameters are treated as fitting parameters. For 𝑃12, we use our
determined value 𝑃12 = −0.17 − 0.012𝑖 [31] from previous experiments on
aluminum, keeping the ratio of the real and imaginary parts unchanged and
only allowing its amplitude to slightly change in the fit. The longitudinal
speed of sound in aluminum 𝑐𝑙 = 6420 m/s [112] and experimental conditions
such as the pump fluence (90 J/m2) are fixed during the fit.
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6.4. Observation of echo amplification
Fig. 6.1(b) shows the raw signals measured on these samples. A large and
sharp peak is observed immediately after the arrival of the pump pulse which
is caused by a swift heating of the free electrons and subsequent heating of
the lattice via electron-phonon coupling. Repetitive acoustic echoes are ob-
served, which results from the propagation and reflection of the excited strain
pulse in the Al2O3 − Al bilayer system. The diminishing of the echo signal
after several acoustic roundtrips is mainly due to acoustic transmission to
the PMMA layer and propagation losses.

The magnitude of the aforementioned electron peak and the overall signal
strength vary among samples, with a tendency to be larger for samples with
a thicker Al2O3 layer. This tendency can be explained by the difference in
the pump beam reflectivities: the sample with a thicker Al2O3 layer has a
smaller reflectivity, thus, an increased absorption of the pump beam. Other
experimental uncertainties are likely to cause additional variations in the
signal level, such as laser energy fluctuations. To enable a true and fair
comparison of the echo strength among samples with different Al2O3 thick-
nesses, the data needs to be normalized by the actual absorbed pump energy.
Measurements we performed at various pump powers indicate that the mag-
nitude of the electron peak is proportional to the pump power. Therefore,
we normalize the signal measured on each sample by its electron peak. The
signals after such normalization are shown in Fig. 6.2(a). It is directly ob-
served that the echo timings shift towards longer time delay as the Al2O3
thickness is increased, and that the magnitude of the echoes increases. To
quantify these observations, we fit the normalized signal by the combination
of an exponential decaying function and multiple Gaussian functions:

Δ𝑅 = 𝐶𝐵 + 𝐴𝐵𝑒(−𝑡/𝜏𝐵) + 𝐴𝑒−2((𝑡−𝑡0)/𝑤0)2

+ 𝐴𝐿𝑒−2((𝑡−𝑡𝐿)/𝑤𝐿)2 + 𝐴𝑅𝑒−2((𝑡−𝑡𝑅)/𝑤𝑅)2

+ ... (6.3)

In Eq. 6.3, the constant 𝐶𝐵 and the exponential function with amplitude
𝐴𝐵 describe the background signal. The first Gaussian with an amplitude
𝐴(< 0) describes the trough part of the echo. The other two Gaussian func-
tions with amplitudes 𝐴𝐿(> 0) and 𝐴𝑅(> 0) account for the left and right
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(a) (b)

(c)

Figure 6.2: (a) The measured reflectivity changes after normalization. The data are shown
for samples of different Al2O3 thicknesses, in which their nominal values are labeled. The
inset of (a) shows a magnified view around the first echo. The black solid lines in the inset
are fits to the measured signal by using Eq. 6.3. From the fits, the background signals are
subtracted, leaving the echoes to be separated and shown in (b). In (b), the echo amplitude
is defined, as the signal difference between the trough and the first crest in the fit. The
extracted amplitudes of the first echo are shown in (c), as a function of nominal thickness
of the Al2O3 layer. The resulting echo amplitudes of two independent experimental runs
are shown in (c).
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crests of the echo. Two examples of function fits to the measured signals by
using Eq. 6.3 are shown as black solid lines in the inset of Fig. 6.2(a). From
the fit we subtract the background signal, leaving only the contribution from
the echo, as shown in Fig. 6.2(b). The echo amplitude is readily defined as
the signal difference between the trough and the first crest in the function
fit, as illustrated in Fig. 6.2(b). The resulting amplitudes of the first echo
are plotted in Fig. 6.2(c), in which the total length of the errorbar is equal to
two times the standard deviation of 5 experimental scans performed on the
same sample spot. The results of another 5 experimental scans performed on
a different sample spot are also shown (labeled as Expt.2). From this anal-
ysis, it is evident that the echo amplitude correlates with the Al2O3 thickness.

6.5. Signal interpretation
It is well known that aluminum easily oxidizes when exposed to air [133]. A
thicker deposited Al2O3 layer acts as a protective layer, preventing further
natural oxidation. However, for samples with very thin or absent deposited
Al2O3 layers, we expect different degrees of natural oxidation to still occur,
which will further increase the Al2O3 layer thickness and decrease the metal
layer thickness. Therefore, the actual Al2O3 and metal layer thicknesses are
expected to deviate from their nominal values in the actual experiments. To
take those effects into account, individual Al2O3 layer thicknesses and metal
layer thicknesses are also treated as fitting parameters. We expect that our
model is able to independently extract both the aluminum and the Al2O3
layer thicknesses, as they contribute to the signal in different ways: the echo
amplitude is primarily determined by the Al2O3 layer thickness, while both
the Al2O3 and the aluminum layer thicknesses determine the echo timing.

Figs. 6.3(a) shows the measured data and corresponding model fits. The cal-
culated reflectivity, shown as solid lines, reproduce well the measurements
for all samples. The best-fit Al2O3 layer thicknesses are shown as legends
in Figs. 6.3(a). To confirm the accuracy of the best-fit Al2O3 thicknesses,
we performed independent measurements of the Al2O3 layer thicknesses by
spectroscopic ellipsometry. The model-extracted values and the ellipsometry
results are plotted in Figs. 6.3(c), in which the best-fit values obtained by
fitting to the data of an additional experimental run is also shown (labeled by
Expt.2). The model-extracted Al2O3 layer thicknesses are slightly different
than the ellipsometry results. Their difference is about 1.2 nm on average,
which demonstrates the accuracy in the determination of the Al2O3 layer
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(b)

(e)

(c)

(d)

(a)

Figure 6.3: (a) Model fit to the measurements. The color represents results on samples
with different Al2O3 layer thickness. The dots are the measured data, the solid lines
with the same color are the data of the corresponding model fit. The legends in (a) are
the best-fit Al2O3 layer thicknesses. The insets show magnified views around the first
echoes. (b) Comparison of the (first) echo amplitude between simulations (solid line) and
measurements (dots), versus Al2O3 layer thickness, in which the results of two independent
experiments are shown. The best-fit Al2O3 layer thicknesses and Al layer thicknesses are
plotted in (c) and (d), respectively, along with the thicknesses measured by ellipsometry.
The dynamics of longitudinal strain (𝑠𝑥) at and below the aluminum surface are shown
in (e). The color represents the Al2O3 layer thickness, while the line style represents the
depth where the strain data is shown. Note that the blue and green lines are horizontally
shifted by ∓10 ps for clarity.
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thickness by our model fit. In addition, the best-fit thicknesses to the two
independent experimental runs are consistent within 1 nm.

Ellipsometry does not allow access to the aluminum layer thickness as alu-
minum is optically opaque. To have an independent measurement of the
aluminum layer thickness, we take the ellipsometry results of the Al2O3 layer
thickness to be used as model inputs and only fit the aluminum layer thick-
ness to our measured data. In this way, the aluminum layer thickness is
solely determined by the echo timing, which is expected to yield aluminum
layer thickness in a comparable accuracy as the ellipsometry measurement.
The thicknesses obtained in this way are labeled as ’Ellipsometry+Model Fit’
in Figs. 6.3(d) and they are plotted along with the purely model-extracted
values. The extracted thicknesses are consistent within 2 nm. This demon-
strates that our acoustic approach can yield the thickness of both transparent
and opaque layers, with close-to-ellipsometry accuracy. In addition, the de-
termined aluminum layer thicknesses are consistent with our expectations
from natural oxidation: For the samples with thinner pre-deposited Al2O3
layers, the aluminum layer thickness is smaller, indicating a larger degree of
natural oxidation. While for the samples with thicker pre-deposited Al2O3
layers, the aluminum layer thicknesses saturate at the original value due to
the protective effects of a thicker pre-deposited Al2O3 layer.

Figs. 6.3(b) shows a comparison between the echo amplitudes from the mea-
sured and simulated signals in those samples, which shows excellent agree-
ment. Both of them indicate an amplification of echo amplitude for samples
with a thicker Al2O3 layer. We note that due to natural oxidation, aluminum
samples with very thin or no oxide layers are not accessible in our conditions.
Yet, for other metals that are hard to be naturally oxidized, the echo ampli-
fication effect by depositing transparent layer on top is expected to be larger.

6.6. Discussion
The increase in the echo strength is an inevitable consequence of the bound-
ary condition at free surfaces. The free boundary condition requires the
total stress to vanish at free surfaces [75]: 𝜎𝑡𝑜𝑡𝑎𝑙 = 0. The total stress can
be decomposed into two contributions: 𝜎𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑡ℎ + 𝜎𝑠𝑡𝑟, where 𝜎𝑡ℎ is the
thermal stress due to lattice temperature increase, and 𝜎𝑠𝑡𝑟 is the stress asso-
ciated with lattice deformation (i.e., strain). The latter can be decomposed
further into two contributions: 𝜎𝑠𝑡𝑟 = 𝜎𝑠𝑢𝑟𝑓 + 𝜎𝑝𝑟𝑜𝑝, where the 𝜎𝑠𝑢𝑟𝑓 is a
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(a) (b)

(c)

x=0

x=200

d

Figure 6.4: Propagation of a hypothetical 1D strain pulse subjected to the free boundary
condition, in a 200 nm aluminum free-standing membrane with a Al2O3 layer of thickness
𝑑 on top. (a) The strain dynamics at three specific positions (𝑥 = 0 nm, 𝑥 = 3 nm and
𝑥 = 10 nm) beneath the aluminum surface. The legends are all in the unit of nm. Note
that the blue and black curves have vertical offsets for clarity. (b) The strain spatial profiles
at different time instants. The time instants are marked by the three crosses in (a). (c)
A zoom in of (b) in the surface region. A schematic of the sample used in calculations is
plotted as an inset of (a), in which the topmost region of the aluminum is heated and a
strain pulse is launched into the interior. The red region at the aluminum surface illustrates
the heat source. The yellow and blue-green area illustrate the positive and negative parts
of the generated strain. The red arrows indicate the propagation direction of the strain. In
all figures, the solid lines represent calculations without the Al2O3 layer, the dotted lines
represent calculations with a 2 nm Al2O3 layer on top.
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non-propagating part that is stationary at the irradiated surface, the prop-
agating part 𝜎𝑝𝑟𝑜𝑝 is associated with the lattice deformation by propagating
strain which composes the acoustic wave itself. Thus, the total stress is the
sum of three contributions: 𝜎𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑡ℎ + 𝜎𝑠𝑢𝑟𝑓 + 𝜎𝑝𝑟𝑜𝑝. The free boundary
condition then requires that

𝜎𝑡ℎ + 𝜎𝑠𝑢𝑟𝑓 + 𝜎𝑝𝑟𝑜𝑝 = 0. (6.4)

Eq. 6.4 describes the situation when the propagating strain has reached the
free surface. When the propagating strain leaves the free surface, only the
first two contributions remain, i.e.,

𝜎𝑡ℎ + 𝜎𝑠𝑢𝑟𝑓 = 0. (6.5)

Since Eq. 6.4 and Eq. 6.5 have to be both satisfied, at free surfaces, we must
have 𝜎𝑝𝑟𝑜𝑝 = 0. This means, the echo, manifested as the returned propagat-
ing strain, is zero at the free surface.

To better elaborate the effect of a free surface on strain dynamics, we show
the propagation of a hypothetical 1D strain, subjected to the free boundary
condition. The strain pulse is launched in the simulation by a hypotheti-
cal heat source localized at the surface region of a 200 nm aluminum free-
standing membrane. The heat source is described by a swift temperature
increase with a rise time of 5 ps, with a spatial profile following an exponen-
tial decay with a characteristic length of 20 nm, and a maximum temperature
increase of 30 K. The heat source is more localized to the surface than that in
the experiment, which ensures a narrow spatial extent of the resulting strain
pulse. This results in well-separated echoes, and facilitates the observation
of free surface effects on strain propagation. In Fig. 6.4(a), we plot the strain
dynamics at three specific locations beneath the aluminum surface, for sam-
ples with a Al2O3 layer of two different thicknesses on top. For the sample
without the Al2O3 layer (𝑑 = 0 nm), at the aluminum surface (𝑥 = 0 nm),
as shown by the solid red trace, only the nonpropagating strain is nonzero.
The acoustic echo, caused by the return of the propagating strain, is always
zero at the surface. The amplitude of the propagating strain increases as it
propagates away from the surface, as shown by the blue and black traces. In
contrast, for the sample with a nonzero Al2O3 layer (𝑑 = 2 nm) on top, the
propagating strain is nonzero even at the aluminum surface. In addition, the
echoes beneath the aluminum surface are all amplified.

The effect of free surface on the spatial profile of the strain can be seen in
Fig. 6.4(b) and 6.4(c), where we plot the strain profiles at three time in-
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stants. In the solid red trace in the 𝑑 = 0 nm sample, we see the separation
of the propagating strain from the surface (nonpropagating) strain, the total
surface stress at this time instant satisfies Eq. 6.5. In the solid blue and
black traces, the propagating strain arrives at the free surface and overlaps
with the surface strain, the total stress satisfies Eq. 6.4. Because of those
boundary conditions, the strain at the aluminum surface remains the same
and is not affected by the return of the propagating strain. This can be
clearly seen in Fig. 6.4(c), where the strain at the aluminum surface (𝑥 = 0 )
remains the same at all time for the sample without the Al2O3 layer (solid
lines). In contrast, the returning of the strain in the sample with a nonzero
Al2O3 layer does alter the strain at the aluminum surface, and amplifies the
echoes at all depths (dotted lines). In addition to our rigorous simulation of
the experimental signals discussed earlier, these simulations of an idealized
situation provide an intuitive picture and explains the increase of echo am-
plitude observed in our experiments.

The above conclusion has an important implication on the optical detection
of strain waves by photoelastic effects. Since the optical penetration depth
of metals is usually only a few nanometers, at the very surface of the metal
where the optical intensity of the probe pulse is the highest, its contribu-
tion to the reflectivity change of the acoustic echo is zero. The reflectivity
change measured in this case only results from the strain waves below the
free surface (and within the optical penetration depth) where the probe pulse
is attenuated. This prevents the probe pulse from detecting the full strength
of the propagating strain, and thus lowers the detection efficiency. When a
transparent layer is added on top of the free surface, it repositions the free
boundary away from the detection surface. This enables the probe pulse to
also sample the strain wave at the metal surface and it amplifies the echoes
below the metal surface, which results in an enhanced detection of the strain
waves.
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High-resolution microscopy through

optically opaque media using
ultrafast photoacoustics

We present a high-resolution microscopy capable of imaging buried structures
through optically opaque materials with micrometer transverse resolution and
a nanometer-scale depth sensitivity. The ability to image through such ma-
terials is made possible by the use of laser ultrasonics techniques, where an
ultrafast laser pulse launches acoustic waves inside an opaque layer, and
subsequent acoustic echoes from buried interfaces are detected optically by a
time-delayed probe pulse. We show that the high frequency of the generated
ultrasound waves enables imaging with a transverse resolution only limited
by the optical detection system. We present the imaging system and signal
analysis, and demonstrate its imaging capability on complex microstructured
objects through 200 nm thick metal layers, and gratings through 500 nm
thickness. Furthermore, we characterize the obtained imaging performance,
achieving a diffraction-limited transverse resolution of 1.2 𝜇m, and a depth
sensitivity better than 10 nm.

This chapter has been published as part of Opt. Express 28, 33937-33947 (2020) [130].
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7.1. Introduction
Optical imaging methods are essential in many areas of science and technol-
ogy. In the semiconductor industry, optical metrology tools are employed
for rapid positioning and accurate quantitative inspection of layer-to-layer
placement in lithographic devices [3, 134]. This type of metrology requires
high-numerical-aperture imaging systems to be sensitive to sub-micrometer-
sized metrology markers. Semiconductor device architectures are becoming
increasingly complex, leading to the use of sophisticated three-dimensional
nanostructures for e.g. memory devices [96, 135, 136]. As such structures
often contain materials that are optically opaque, imaging and metrology
tools are needed that can detect metrology markers through layers of such
opaque materials, while maintaining sufficient spatial resolution.

Acoustic waves have the capability to propagate through almost any mate-
rial. While acoustic metrology is often associated with larger scales, ultrafast-
laser-induced acoustic waves [5, 19, 25, 75, 76, 137, 138] can actually reach
frequencies up to the THz range [6, 12, 20, 139], and therefore have re-
markably short wavelengths. Photoacoustic methods can therefore provide
contrast on micron-sized features commonly used in optical metrology, com-
bined with the ability to detect such features through materials that are fully
opaque to light. This combination of properties has already motivated the
development of high-resolution photoacoustic imaging systems [24, 140, 141]
using ultrafast-laser-induced ultrasound pulses. Daly et al. [140] demon-
strated the possibility to detect and image sub-optical-wavelength features
through acoustic diffraction.

In this paper, we present an optical microscope system that uses ultrafast
laser driven ultrasound pulses for high-resolution imaging of complex mi-
crostructures through layers of opaque media. Both generation and probing
of the ultrasound waves are performed from the same side, which is a funda-
mental requirement for substrate-based objects, enabling imaging of buried
microscopic features to which no optical access is possible, in a non-invasive
way. Both temporal and spatial scans are performed to obtain a spatially
resolved map of the local layer thickness, from which a 3D map of the buried
structures is obtained. We performed such experiments on both periodic and
non-periodic objects with feature sizes down to 500 nm. We also describe
the analysis procedure and how that provides quantitative information, to
determine the spatial resolution in transverse and axial dimensions (thick-
ness). In addition, we demonstrate a faster imaging approach, in which a
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spatial scan is performed at fixed pump-probe time delay [141] to provide
contrast in imaging buried objects.

7.2. Experimental methods
7.2.1. Pump-probe setup for time-dependent reflectivity measurements

Femtosecond lasers can generate high-frequency sound waves in metals through
ultrafast and strongly localized absorption of radiation by the electron gas [25,
75, 76]. When a femtosecond pulse strikes a metal, the energy is initially
mainly absorbed by the electrons, which subsequently equilibrate with the
lattice on a timescale of picoseconds. This energy exchange leads to a rapid
increase of the lattice temperature, generating a thermal stress that is the
source for the acoustic waves. The resulting acoustic waves travel inside the
metal and partially reflect off buried material interfaces. The returning re-
flected ’echo’ is optically detectable at the surface, as the local lattice strain
leads to changes in the complex refractive index. A measurement of the time-
dependent metal reflectivity therefore reveals the presence of ultrasound-
induced strain at the sample surface. To generate and detect laser-produced
ultrasound pulses, a pump-probe scheme is implemented [6, 12]. A schematic
of the experimental setup is shown in Fig. 7.1. The output of a long-cavity

800 nm, 70 fs

5 MHz

Pump @ 400 nm

Probe @ 

800 nm Chopper @ 6000 Hz

crystal

Photodetector

Delay

Line

Sample

PBS

λ/2

λ/2

λ/4

Lock-in

Dichroic 

mirror

Figure 7.1: Schematic of the pump-probe setup used to measure time-dependent reflectivity
changes. A 90-10 beam splitter at the output of the laser divides the beam in pump and
probe. BBO: Beta-barium borate crystal for frequency doubling. 𝜆/2: half-wave plate.
𝜆/4: quarter-wave plate. PBS: polarising beamsplitter. See text for details.
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Ti-sapphire oscillator (Femtolasers XL500: wavelength centered at 800 nm,
pulse duration 70 fs, repetition rate 5.1 MHz) is split into separate pump
and probe paths by a beamsplitter (𝑅 = 10%). In the more powerful arm
the beam is frequency-doubled to 400 nm using a 𝛽-barium borate (BBO)
crystal. The energy of the 400 nm pulses is controlled through polarisation
rotation with a half-wave plate (𝜆/2) before the BBO crystal, as the up-
conversion efficiency is polarisation-dependent. The 400 nm beam is used
as pump beam in the experiment, while the remaining infrared light in this
path is blocked using colour filter. The arrival time of the pump pulses at
the sample is controlled using a mechanical delay line (Physik Instrumente).
We used the less powerful output of the first beamsplitter as the probe beam.
The wavelength of this arm is kept at 800 nm. The pump and probe beams
are recombined using a dichroic mirror and sent into the focusing objective
(Olympus LCPLN20XIR, x20, numerical aperture (NA) 0.45). The beam di-
ameter in the sample plane is approximately 1 µm for both pump and probe.
The pump and probe beams are collinear and illuminate the sample at nor-
mal incidence. The pump power incident on the sample is 1.2 mW, which
corresponds to a fluence of 0.06 J/cm2. We detect the reflectivity changes as
function of time delay by directing the reflected probe beam onto a silicon
photodiode. The photodiode signal is sent to a lock-in amplifier (LIA) after
being low-pass filtered (f𝑐𝑢𝑡−𝑜𝑓𝑓 = 12.5 kHz). The LIA is referenced by the
driving signal of the chopper wheel used to modulate the pump excitation.
The LIA then acts as a band-pass filter, selectively amplifying the modulated
pump-induced signal above the broadband white noise background.

7.2.2. Spatially resolved layer thickness determination

Figure 7.2(a) shows the relative reflectivity change Δ𝑅/𝑅 as function of time
delay between pump and probe, for gold layers with two different thicknesses.
The sharp feature near zero time delay reveals the excitation of the free elec-
trons [7, 36, 142]. At longer delay the signal becomes oscillatory, which is a
sign of the propagation of the acoustic wave packets inside the metal layer.
These signals are a complex superposition of multiple contributions to the
local strain, also including effects of local surface heating and surface waves.
From a detailed analysis [5], we find that for gold surfaces the dips in the
reflectivity correspond to the returning acoustic echo. The period that char-
acterizes these oscillations depends on the speed of sound in the material and
the layer thickness. Therefore, a Fourier transform of the measured reflectiv-
ity curve (Fig. 7.2(b)) provides a measurement of the local layer thickness.
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Figure 7.2: a) Typical pump-probe delay scan for a single gold layer with two different
thicknesses, 140 nm (blue line) and 180 nm (orange). After the sharp response at zero delay,
the signals oscillate with a period that depends on the thickness and speed of sound. b)
The Fourier transform of the delay scans after removing the contribution of the strong zero-
time-delay spike. The vertical lines intersect the x-axis at the frequency that corresponds
to a round trip of an echo through the thickness of the layer. The frequency value is used
to calculate the period of the oscillation and subsequently the thickness of the layer.

With acoustic frequencies in the range of 10 GHz as shown in this exam-
ple, the corresponding acoustic wavelength is actually only around 320 nm,
which is below the optical diffraction limit. Therefore, even with tightly
focused beams, a thickness determination can be performed at a transverse
spatial resolution limited by the optical spot size rather than the acous-
tic wavelength. This feature enables high-resolution microscopic imaging
through metal layers, using the laser-induced acoustic waves as an interme-
diary, without loss of spatial resolution compared to conventional light-based
microscopy. To record a spatial map of layer thickness, we mount the sam-
ple on a 3D piezo-driven translation stage (Smaract GmbH). We define the
optical axis as ’z’, with the transverse plane containing the ’x’- and ’y’-axis.
We raster-scan the surface of the sample and perform a pump-probe delay
scan at each point.

In the measured signal in Fig. 7.2(a), an offset at negative time delays is
visible (as Δ𝑅/𝑅 = 0 is the calibrated reflectivity without pump light). We
find that this background level depends on layer thickness and pump power,
suggesting that it is due to a cumulative heating effect caused by the rela-
tively high repetition rate of the laser. In particular for thinner layers, the
energy deposited by consecutive pulses cannot diffuse out of the excitation
region completely, increasing the temperature of the sample and resulting in
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a refractive index change. This effect does not affect the thickness determi-
nation as it does not change the measured oscillation frequency.

7.2.3. Sample fabrication

To characterize our imaging system and test its capabilities, we fabricated
several samples. The sample fabrication consisted of depositing metal layers
of controllable thickness onto a glass substrate (SiO2, 170 µm thick), and
subsequently printing patterns on the metal-air interface using two different
nano-lithographic procedures: UV lithography and focused ion beam (FIB)
milling. The UV lithography has been used for gratings with a pitch of 6 µm
and 50% duty cycle on a thick metal layer. Finally, the FIB has been used
to fabricate samples with non-periodic patterns.

In order to make the patterns appear as buried structures, we performed
the measurements illuminating the samples from the glass side, generating
acoustic waves at the glass-metal interface. This approach was chosen as it
ensures a flat interface without any residual topography that might resemble
the underlying object structure.

7.3. Results
7.3.1. Imaging buried periodic structures

We first performed pump-probe experiments on the grating sample to de-
termine the accuracy with which the thickness is measured as function of
position in the transverse direction.
Figure 7.3(a) shows a schematic of the sample fabricated using the UV lithog-
raphy. The gold (Au) gratings with an amplitude of 10 nm and a pitch of
6 µm are fabricated on top of a 500 nm thick uniform Au layer. On this sam-
ple we perform spatially resolved pump-probe measurements as explained in
the previous section. The change in reflectivity as function of delay time
is shown in Fig.7.3(b). The two measurements have been taken from the
glass side at two different points in correspondence of the top and the valley
of the grating. Similar curves are recorded for a larger area. We move the
sample stage with steps of 1 µm in the x direction and 1 µm in y, covering a
4 x 31 µm 2 area.
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Figure 7.3: a) Schematic of the buried grating samples. The pump-probe experiments
are done from the glass side of the sample, which consists of a uniform gold layer with
a patterned grating on the metal-air interface. b) Photoacoustic measurements at two
different positions on the sample corresponding to the top and bottom of the grating. The
thickness at these two positions is 500 nm (blue line) and 510 nm (orange), respectively.

The time traces recorded at each spatial position have an oscillatory part
caused by the acoustic waves travelling along the longitudinal direction. The
accuracy with which this temporal periodicity is estimated determines the
measurement accuracy of the layer thickness. In time domain, the maximum
achievable accuracy is limited by the probe pulse duration of 70 fs, but the
sampling of the temporal scan and the accuracy of the frequency determina-
tion also need to be considered.
The temporal sampling time is linked to the integration time of the LIA,
which was set to 3 ms. The delay line scans the pump-probe delay at 40 ps
per second, leading to a temporal averaging over 120 fs for every data ac-
quisition. The digital acquisition card (DAQ) records data at 1 kHz. For a
speed of sound in Au of 3240 m/s, a time resolution 120 fs corresponds to a
height sensitivity of 0.39 nm.
A standard approach to obtain the periodicity of an oscillatory signal is to
look at its Fourier transform and localize the frequency component that has
the highest contribution to the signal. In practice, the achievable accuracy in
thickness is therefore mainly limited by the accuracy of the acoustic frequency
determination. For the grating in Fig. 7.3(a) the expected difference in time
delay for one round-trip of the acoustic wave at the peaks and valleys of the
gratings is 6 ps, on a total delay time of 310 ps, which is round trip period of
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Figure 7.4: Photoacoustic imaging of a 10 nm amplitude grating underneath a 500 nm
thick layer of gold. a) The measured height map obtained by making a delay scan per
pixel. Thickness reconstruction using time-domain fitting. See text for details on the
model used for the fit. b) AFM measurement near an edge of the coated layer, showing the
total grating thickness. c) Comparison of AFM and photoacoustic measurements, averaged
along the y-direction for a range as shown in Fig. 7.4(a). The photoacoustic measurement
points are offset by the absolute measured height of 487 nm.

an echo in a 500 nm gold layer. While this time delay difference is larger than
the temporal resolution of the measurement, the small relative difference in
signal strength combined with the relative wide width of the acoustic fre-
quency profiles (Fig. 7.2(b)) requires an accurate determination of the exact
echo timing from the measured data, which can be challenging especially in
the case of limited signal-to-noise ratio (SNR). An alternative approach bet-
ter suited for echo timing determination on our thick Au samples is to fit the
time-domain signals directly [5]. To this end, we apply a numerical low pass
filter (f𝑐𝑢𝑡=30 GHz) and perform a least-squares fit of the filtered data to a
damped oscillator model 𝑦𝑠 = 𝐴 ⋅ 𝑒𝛼𝑜𝑠𝑐𝑡 sin (2𝜋𝑓𝑡 + 𝜙). However, since the
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oscillatory signal is on top of a slowly decaying background, we introduce two
extra terms in the model: 𝑦𝑏 = 𝐴𝑒 ⋅ 𝑒𝛼𝑒𝑡 + 𝐴𝑏 ⋅ 𝑒𝛼𝑜𝑠𝑐𝑡 sin (2𝜋𝑓𝑏𝑡 + 𝜋/2). The
complete model is the sum of ys and yb. The fit is done for all traces mea-
sured at different points on the rastered area. The background is determined
only for one spatial location and kept constant for all others. In this way we
retrieve the oscillation period, from which the local layer thickness can be
calculated with a well-defined fit uncertainty. The fit procedure returns the
variance that is used to calculate the interval of confidence (±3𝜎). The result
is shown in panel a of Fig. 7.4, and shows good agreement with the nominal
values. The Au layer thickness was found to be 487 ± 2 nm. To obtain an
independent validation of the measured thickness, we perform atomic force
microscopy (AFM) measurements on the grating side of the sample, near
the edge of a cleared area in the gold layer (Fig. 7.4(b)). The measured
Au layer thickness was 486 ± 2 nm. A direct comparison between the pho-
toacoustic measurement and the AFM measurement is given in Fig. 7.4(c),
showing a line-out in the direction perpendicular to the grating lines for
both measurement methods. The photoacoustic data are an average of the 4
data points along the vertical direction of Fig. 7.4(a). The error bar mainly
results from the fit uncertainty of the thickness measurements for the indi-
vidual scan points. There is a good agreement in terms of the determination
of the height of the grating lines: some deviations in the transverse shape can
be seen, although these are mostly within the photoacoustic measurement
uncertainty.

7.3.2. Non-periodic structures and image resolution

To prove the versatility of our imaging system, we have extended the mea-
surements to imaging of non-periodic structures. Reference images of the
studied samples are displayed in Fig. 7.5(a),(b). These samples contain the
logo of our institute (ARCNL) and a map of Amsterdam, which have been
patterned into a 270 nm and 200 nm Au layer respectively using a Focused
Ion Beam (FIB). Two separate versions of the institute logo were produced,
differing only in the step height between the logo and its surroundings (be-
ing 60 and 120 nm). An AFM image of the 60-nm-depth sample is shown in
Fig. 7.5(c).
Spatially resolved photoacoustic measurements are performed on both logo
samples, and the results are shown in Fig. 7.6(a,b). The image size is 60 µm
by 30 µm, obtained with a step size of 2 µm in both directions. The thick-
ness determination is performed using the time-domain fitting procedure
discussed in the previous section, and shows quantitative agreement with
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Figure 7.5: a) Scanning electron microscope (SEM) image of the ARCNL logo, fabricated
using Focused Ion Beam (FIB) milling. The patterns were milled 60 nm deep into a 270 nm
thick Au layer. b) SEM image of a map of Amsterdam also produced by FIB, milled 50 nm
deep into a 200 nm thick Au layer. c) AFM image of the ARCNL logo, showing the 60 nm
thickness difference.

the nominal values. Each spatial pixel required a time-domain scan of ≈20
seconds, resulting in a measurement time of 3 hours for the full image. To
improve the image acquisition speed, the pump-probe delay can be set to a
fixed value determined from a single time-delay scan at a reference position.
A spatial raster scan at such a constant time delay can then still provide
image contrast for buried layers, although at the cost of losing the absolute
layer thickness information [141].

Examples of such measurements on the 60-nm-deep logo sample are shown
in Fig. 7.6(c)-(e), where we set the pump-probe time delay to different values
around the arrival time of the first acoustic echo from the flat Au layer, and
measure the sample reflectivity as a function of position by spatially scanning
the sample along the focused beams. Each horizontal scan is performed by
continuous motion at constant velocity, after which a discrete vertical step
of 1 µm is taken. With this approach, recording each image in Fig. 7.6(c)-(e)
takes 2 minutes. We emphasize that this measurement method only provides
reflection-based image contrast rather than quantitative layer thickness in-
formation: by setting the time delay to different values, the contrast changes
strongly and can even be inverted. The change in contrast between the logo
and the surrounding are visible in Fig 7.6(c)-(e) for different delay time.
In Fig 7.6(f), the time traces for a scan position at the logo and at the sur-
rounding area are shown. A large difference in Δ𝑅/𝑅 results in higher image
contrast. In Fig. 7.6(c), 120 ps time delay corresponds to the expected peak
of the first echo from the logo. At a 180 ps time delay (Fig. 7.6(d)), which is
close to the expected arrival time of the echo from the structure surround-



7.3. Results

7

115

0 20 40 60
∆X (μm)

0

10

20

30

∆
Y 

(μ
m

)

0 20 40 60
∆X (μm)

0

10

20

30
∆

Y 
(μ

m
)

0 20 40 60
∆X (μm)

0

10

20

30

∆
Y 

(μ
m

)

−3.8 −3.6 −3.4 −3.2 −3.0 −2.8 −2.6 −2.4 −2.2 −2.0
ΔR/R

0 100 200 300
Delay (ps)

−3.0

−2.5

−2.0

−1.5

Δ
R/

R

surrounding
logo

x10-3

30
25
20
15
10

5
0

302010 6050400 302010 6050400

260
240
220
200
180

140
120

160

nm
ThicknessΔ

Y 
(μ

m
)

∆X (μm) ∆X (μm)

a)

� � � �� �

� � � �� �

� � � �� �

b)

c) d)

e) f )

x10-3

120 ps
180 ps

240 ps

Figure 7.6: Photoacoustic measurements on the ARCNL logo below a 270 nm thick gold
layer. (a),(b) Spatially resolved thickness measurements on samples with depths of 60 nm
(a) and 120 nm (b). (c-e) Photoacoustic measurements on the 60-nm-depth structure with
a fixed delay between pump and probe. The three images are taken at different time delay
settings. These measurements are significantly faster, but do not provide quantitative
thickness information. (f) Part of the time-delay scan for the spatial positions at and next
to the logo sample, for the range including the time delays of images (c-e).

ing the logo, the contrast between logo and surroundings diminishes. The
contrast increases again towards the second echo from the logo at 240 ps
(Fig. 7.6(e)).
In a scanning-probe imaging method as employed here, the achievable trans-
verse resolution is ultimately limited by the focal spot size. In addition, the
step size of the spatial scan needs to be chosen smaller than the laser spot
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Figure 7.7: a) Reflectivity change as a function of scan position for a 1D scan across a
diagonal line on the left side of the ARCNL logo (Fig. 7.6(c)), at various ∆𝑌 positions
(scans corrected for horizontal displacement as function of ∆𝑌 ). Least-squares fitting
yields the edge response function. b) The modulation transfer function (MTF), which
is the Fourier transform of the derivative of the edge response function. The 10% value
corresponds to the maximum number of line pairs per µm that can be resolved.

size to avoid undersampling issues. Using a continuous scan of the stage this
requirement is satisfied at an acquisition rate of 1 kHz and a stage speed
of 20 µm /s. To characterize the transverse resolution of our imaging sys-
tem we use an edge response method [143]. The reflectivity changes near
the edge of the tilted lines in the logo shown in Fig. 7.6(c) are used to re-
construct an oversampled edge function. Multiple horizontal scans of the
leftmost line at increasing Δ𝑌 positions are recorded, subsequently aligned,
and used to least-squares fit an edge response function (Fig. 7.7(a)). The
derivative of the determined edge response function gives the line response,
and a Fourier transform of this line response function yields the modulation
transfer function (MTF) that is typically used to define the resolution of op-
tical systems [144]. The resulting normalized MTF for our system is shown
in Fig. 7.7(b): the 10% value is typically taken as the number of line pairs
that the imaging system can resolve. We find a value of 0.83 line pairs per
µm, meaning a spatial resolution of 1.2 µm. This resolution is close to the
Rayleigh diffraction limit at 0.45 NA, given by 0.61 𝜆/NA = 1.1 µm, and is
consistent with the measured spot sizes of pump and probe.

The improved acquisition speed of the fixed-time-delay method allows imag-
ing of millimeter scale structures with no compromise in imaging resolution.
To demonstrate this important aspect we fabricated such a sample, shown
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in Fig. 7.5(b). The sample is a map of the canals of Amsterdam, with spa-
tial dimensions of 250 × 250 µm 2. We use the FIB to draw the map on
a 200 nm gold layer and remove 50 nm from the exposed area. A photoa-
coustic measurement at a fixed time delay of 110 ps is shown in Fig. 7.8. A
good contrast image of the map is obtained scanning a length of 350 µm at
40 µm /s along the x-direction and a length of 400 µm in steps of 2 µm along
the y-direction. The map contains various 1-µm-size features, which are well
resolved without significant loss of contrast even comparing with the SEM
image (Fig.7.5(b)).
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Figure 7.8: Photoacoustic measurement of the Amsterdam canal map sample buried un-
derneath a 150 nm thick gold layer. The pump-probe time delay was fixed at 110 ps.

7.4. Conclusion
We have developed a scanning-probe photoacoustic microscope that enables
high-resolution imaging of microscopic structures buried below opaque lay-
ers. A fitting procedure has been used to determine the thickness of the layer,
reconstructing height maps of buried objects with an accuracy of 2 nm. We
note that the achievable depth sensitivity is dependent on material proper-
ties, which determine the frequency content of the acoustic wave. As gold
supports only limited acoustic frequencies, even higher depth sensitivity may
be expected for other metals. We have recorded images of spatially non-
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periodic structures with sub-µm feature sizes, using pump-probe scans at
discrete spatial positions, as well as continuous scans at fixed pump-probe
time delay. From these images we have characterized the spatial resolution
of the imaging system by determining its MTF, which resulted in a near-
diffraction-limited spatial resolution of 1.2 µm.

We compared the photoacoustic measurement to an AFM measurement,
which showed good agreement in the height determination of the grating
structure. Furthermore, we emphasize that our measurement method is non-
invasive as it operates well below the damage threshold of the opaque layer.
Future improvements to the SNR such as higher-frequency LIA methods can
be envisaged, further improving sensitivity and imaging speed. We there-
fore see applications of this imaging approach in materials science and the
characterization of semiconductor nanostructures, among others.
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