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Abstract: A dark-field Digital Holographic Microscope with a single lens for imaging is a
potential candidate for future overlay metrology on semiconductor wafers. Aberrations caused
by this single lens are computationally corrected allowing high-resolution imaging over a
large wavelength range. However, the spatially-coherent imaging conditions in our microscope
introduce coherent imaging artifacts that can limit the metrology performance. We present
computational apodization of the optical field in the exit pupil of the lens as a potentially effective
solution to mitigate these coherent imaging effects. A comparison of experimental data and
simulations is presented that demonstrates the importance of this apodization in metrology
applications. Moreover, our data also shows that exploiting the full potential of DHM requires an
imaging lens with low optical scattering levels.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Digital Holographic Microscopy (DHM) is a well-known and established technique for high
resolution imaging in various application domains like bio-medical imaging and semiconductor
defect inspection [1–4]. DHM acquires the amplitude and phase of an image which offers various
unique opportunities like (3D) imaging of low-contrast objects and digital aberration correction
[5,6]. Recently we have reported the use of dark-field DHM (df-DHM) as a potential solution for
the growing challenges of overlay (OV) metrology in semiconductor industry [7,8].

In semiconductor device manufacturing the relative placement between various patterned
layers in a chip (called Overlay) must be robustly measured with sub-nanometer precision. This
measurement can, for example, be done with a technique called Diffraction Based Overlay (DBO)
[9]. In DBO a pair of small overlapping gratings is illuminated resulting in the generation of a
+1st and a -1st diffraction order. An overlay error between these overlapping gratings creates
a small intensity difference between these orders, which scales linearly with overlay. Today,
high-resolution dark-field microscopy is commonly used to image the +1st and -1st diffraction
order images of the metrology targets on a camera and these images are used to determine overlay.
Robustness and sub-nm accuracy is possible by optimizing the grating etch and using carefully
selected multiple wavelengths [10].

However, the relentless push to follow Moore’s law [11] drives existing optical overlay
metrology to the extreme limits of its capabilities. Novel devices and process flows result in the
use of new materials (like amorphous carbon) that are highly absorbing at visible wavelengths
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but sufficiently transparent at infrared wavelengths. This drives the need for metrology tools
that can cover a larger wavelength range. In addition, there is a strong push to reduce the size of
the metrology targets that requires improved imaging resolution. On top of this, the diffraction
efficiency of metrology targets continues to decrease to unprecedented low levels due to thin
resist that is used in (high-NA) EUV lithography and increased light losses in the stack of layers
that cover the bottom grating. Last but not least, a solution for all these challenges needs to be
realized at acceptable cost and in a small footprint since available space for metrology is limited.

A promising solution to all these challenges is dark-field Digital Holographic Microscopy
(df-DHM). In a previous publication [7] we proposed the use of df-DHM that uses a tunable
quasi-monochromatic spatially coherent light source. The use of 2 off-axis reference beams with
different azimuthal angles allows angular frequency multiplexing, enabling the separate imaging
of the +1st and -1st diffraction orders using the full NA of the imaging lens which improves
imaging resolution. A schematic drawing of df-DHM is shown in Fig. 1. The off-axis df-DHM
setup uses a fiber coupled Supercontinuum White light source (Leukos Rock 400 5) combined
with an Acousto-Optical Tunable Filter (Gooch & Housego TF550-300-4-6-GH57A). This AOTF
device has a bandwidth in the range of 4–7 nm and covers the whole visible wavelength range from
400 to 700 nm. A delay line is used to match the optical path of the reference and the illumination
beam and polarization maintaining fibers (PM - Shafter-Kirchhoff PMC-400Si-2.3-NA014) are
used to couple the light from the source path to the sensor head. The sensor head is comprised of
two off-axis illumination arms which illuminate the target from opposite directions at an incident
angle of approximately 70◦ with respect to the normal of the object plane.

Fig. 1. (a) the fiber-coupled df-DHM. The sample is illuminated with two oblique
illumination beams (Ill.+1st and Ill.-1st) of ± 70◦ respectively. The object beams are
captured by the imaging lens (SL) and coherently mixed with their respective reference
beams (Ref.+1st and Ref.-1st) resulting in a hologram on image plane (CMOS camera). (b)
the holographic reconstruction process. The camera image contains two interference patterns
initially introduced by the two separate branches. By Fourier transforming the hologram
we back-propagate to the pupil plane and the angular spectrum. The illumination branches
have different azimuthal angles in the reference arms resulting in a 90◦ angle difference. For
reconstruction of the complex field two Fast Fourier Transforms for the two interference
terms are required.

For DBO measurements the two sides generate the -1st (L. Arm) and +1st (R. Arm) diffraction
orders. Each illumination arm generates a Gaussian-shaped spot on the object plane (1/e2

diameter approximately 130 µm) with the use of two microscope objectives (FL- 50X Mitutoyo
Plan Apo Infinity Corrected Long WD Objective) and two adjustable mirrors for fine-tuning the
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angle of incidence. In addition, two corresponding spherical reference beams are coherently
added to the corresponding object beams. The two reference beams have different azimuthal
angles resulting in a different orientation of the sidebands of the spectra of the resulting holograms.
With this approach, two holograms are captured by the image sensor using only one image
acquisition, and the two object fields can be retrieved with only three Fast Fourier Transforms
(FFTs). Further details of this setup and the parallel acquisition of multiple holograms are given
in [7]. The microscope consists of a single plano-aspheric Thorlabs lens (SL) and a camera
(Basler acA4112-8gm) with a 12 Mpixel CMOS image sensor with 3.45 µm pixel size. We chose
a nominal magnification of 100x by placing our detector 800 mm away from the lens.

It is worth mentioning that the coherent mixing of the diffracted orders with their respective
reference beams offers noiseless optical amplification which lifts the image above the noise floor
of the image sensor and boosts the detection sensitivity of very weak metrology targets. This
has already been demonstrated in [8], where a weak measured signal of a silicon wafer at 1030
nm wavelength is coherently mixed with a reference beam resulting in a "noise clean" amplified
holographic image. Finally, the retrieved complex field in DHM allows us to computationally
correct for aberrations in the imaging lens [12]. A single imaging lens might seem undesired
as it adds a quadratic wavefront to the complex image on the camera, but it is required as it
enables imaging on a larger wavelength range. We eliminate this quadratic term by introducing a
spherical reference beam that is propagated from the tip of a fiber placed in the pupil plane of the
imaging lens.

However, our df-DHM concept operates in a spatially coherent imaging regime [13]. As a
result, the Coherent Transfer Function of our df-DHM creates oscillatory edge transitions in
the retrieved images (as shown in Fig. 2) that are undesired for metrology applications. In the
next section we will briefly explain the impact of coherent imaging conditions in metrology
applications, present digital pupil apodization as an effective solution and compare various
implementations. Section 3 presents simulations and measurements on actual metrology targets
along with point-spread functions (PSFs) for a better evaluation of the use of this method. Section
4 discusses the effectiveness of pupil apodization for metrology applications and the potential
limitations and section 5 concludes the paper with an outline of the following steps that we plan
to take to improve overlay metrology.

Fig. 2. Coherent imaging effects on our df-DHM. A metrology target’s normalized intensity
is imaged in (a) linear scale and (b) logarithmic scale.

2. Theory

2.1. Coherent imaging effects in DHM

We use DHM that requires a spatially coherent quasi-monochromatic illumination to enable
interference between reference and object beam. This requirement also introduces inherent
coherent imaging effects in the reconstructed images. In earlier work, the use of low spatial
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coherent sources [14–16], multiplexing holograms methods [17–19], image processing methods
[20,21], and hybrid methods [22,23] have been studied to improve the imaging quality. In our
investigation, we look into a hybrid method of the use of a super continuum source combined
with image processing method for coherent imaging effects reduction. But by definition, a
super continuum source, even with low temporal coherence, introduces coherent effects to the
holographic imaging, causing reduction of the sharpness of the reconstructed image and further
degrading the imaging quality.

The coherent imaging effects that we can expect in our df-DHM will show up as:
1. Ringing effects at edges due to the steep cut-off of the Coherent Transfer Function

2. Increased optical crosstalk (X-talk) between neighboring patterns

3. Speckle (in case of rough surfaces)
In the numerical reconstruction of a hologram the commonly applied two-dimensional Discrete
Fourier Transform (2D DFT) method on the pupil plane introduces Gibbs-ringing. This ringing
effect is due to the presence of a sharp cut-off in the pupil plane that is forward-propagated to
the image. Gibbs-ringing is a common artifact caused by the finite k-space sampling and is the
effect of the truncation of higher frequencies at the sampling borders [24]. This shows up as
spurious oscillations in the vicinity of high frequency region like the edges of a metrology target,
as shown in Fig. 2. This phenomenom is more clearly present on the smallest metrology targets
and remains even after aberration correction. As a result, these oscillations can degrade not only
the quality of the images but also impact the metrology results obtained with df-DHM.

Gibbs-ringing is present mainly at the edges of a structure but it also expands in every direction.
This means that the spurious oscillations can affect nearby structures also and result in additional
coherent imaging effects with an overlap of high frequencies of different structure in k-space.
This crosstalk should be minimized to allow precise metrology on targets that are surrounded
by other patterns. This is an effect that becomes more visible for smaller metrology targets,
and hence the higher frequencies are enlarged resulting in light leakage from one structure to a
neighbouring structure.

Speckle is another undesired coherent imaging effect and it can generally be found in both
reflection and transmission DHM. In reflection configuration, grain speckle occurs when the
reflected light irradiates the sample surface. At the same time in both configurations non-diffusing
objects can cause undesired diffraction, like dust particles, scratches, and defects on and in
the optical components of the setup. Since our df-DHM concept is intended for high end
semiconductor wafers we do not expect significant speckle noise originated from the wafer but
we will show that in our df-DHM setup, weak scattering from the imaging lens can add a small
amount of speckle to our measurements.

Figure 2 shows the coherent imaging effects that are currently present in our measured
df-images. We selected a micro-DBO (µDBO) metrology target with 8 × 8 µm2 grating size that
consists of four grating pairs with a grating pitch of 600 nm. Two of these grating pairs run in
the vertical direction and are used to measure overlay in the horizontal direction, the other two
grating pairs are used to measure overlay in the vertical direction but since we illuminate the
sample from the horizontal direction they are not visible on a measured df-image. These grating
pairs can potentially add coherent imaging effects in the measurements.

Figures 2(a) and 2(b) shows the presence of coherent effects on an aberration corrected
dark-field intensity image in both linear and logarithmic scale. The selected wavelength for this
measurement was 576 nm with a bandwidth of 5 nm. In more details, in linear scale we can
already detect the spurious oscillations within the metrology marks. And in logarithmic scale
it is revealed that ringing and cross talk from y grating marks are also affecting the metrology
marks. Finally, some dust particles that are located around the targets increase the speckle noise
on our measurements. This is mostly visible in the logarithmic scale of the df-images.
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In previous publications we have described the numerical reconstruction process of df-DHM.
In essence, we apply a 2D Fourier Transform (FT) to the detected image and assume an infinite
plane wave reference beam. As shown in Fig. 1(b) we obtain the spatial frequency spectrum in
k-space where we select the cross-correlation terms that describe the interference between the
object and reference beam. Then we select the proper sideband with a computational aperture
stop that is centered around the sideband and we shift this sideband to the origin of the k-space.
Applying an inverse FFT finally yields the complex image field.

Using the plane wave propagation model for a single-lens imaging system as described by
Goodman in [13] we can show that the complex field Ei in image plane is given by [12]:

Ei(xi, yi) = ej π
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M ) is the complex field in the object plane and M is the magnification. The
quadratic phase term in Eq. (1) has a radius of curvature di − f where di is the image distance and
f is the focal length of the lens. ⊗ denotes a convolution and H(xi, yi) is the Fourier transform of
the aperture stop in the back focal plane of the lens. H is the coherent transfer function (CTF) of
this single-lens imaging system and is the Fourier transform of the aperture stop A, given by:

Hi(xi, yi) =

∬ ∞

−∞

A(xf , yf )e
−j 2π

λ(di−f ) (xf xi+yf yi)dxf dyf . (2)

This filtering procedure implicitly assumes that the Fourier transform is zero everywhere
outside the sampled region. This is not the case for finite objects. Setting this null space to
zero is a simple and convenient solution, however, the procedure corresponds to a multiplication
of the true object’s Fourier transform with a hard-stop in image space, which in our case is a
circle. This results in a convolution of the true object with the Airy function which adds coherent
artifacts in our retrieved images that we plan to solve with digital pupil apodization.

2.2. Digital pupil apodization

To correct for these coherent imaging effects a manipulation of the pupil image is required.
Earlier we mentioned the multiplexing holograms methods and the image processing methods.
With df-DHM we can explore all known methods for noise suppression, but we will focus on the
use of window functions during the reconstruction process.

With apodization we can either apodize the hologram in the image plane [25] or in the pupil
plane [26] to mainly reduce the diffraction during the numerical reconstruction. Apodization
functions can suppress the side lobes of the Airy disk which effectively suppresses ringing effects
at object edges at the expense of some loss in resolution. For our investigation we will use
cosine-sum window functions that will moderate the effect of the CTF and reduce crosstalk noise
by smoothing the higher frequencies of the measured holograms.

The selection of these windows came after the justification made already back in the 70s by
Fredric J. Harris [27]. In his work, Harris categorized the numerous window functions based on
their significant use and distinct parameters. Starting from the classical rectangle (or Dirichlet)
and triangle (or Bartlet) windows, he concluded that windows that are constructed with 3 or 4
nonzero terms (or Dirichlet kernels) can be used for side-lobe suppression.

In this work, we will focus on these window functions as the coefficients are easy to generate
and of being able to be applied as a spectral convolution after the 2D DFT. Blackman and the
Blackman-Harris windows that are constructed as the summation of 3 and 4 shifted Dirichlet
kernels respectively. These window functions are zero-valued outside of a chosen interval,
normally symmetric around the middle of the interval, usually near a maximum in the middle,
and tapering away from the middle. For our investigation we assume an amplitude apodization
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that varies in the radial direction in the pupil plane according to the following cosine-series:

win(ρ) =
N∑︂

n=0
αncos (πnρ) , (3)

where n are integers of the 2D sum of cosine windows and αn are the window coefficients which
are constrained to a sum of unity. In the simplest case of a rectangular window (win(ρ) = 1)
only the first coefficient α0 = 1 is needed, thus a cosine function. To apply this equation to our
measured holograms, ρ is the normalized radial position in the pupil plane and is equal to:

ρ =
1|︁|︁|︁k⃗|︁|︁|︁
√︂

k2
x + k2

y , (4)

kx, ky are the k space coordinates that can take values up to the edge of the pupil where we have
the maximum spatial frequency of NAobj/λ. Here λ is the wavelength and NAobj is the numerical
aperture of the imaging lens (NAobj = 0.5 ). We set the size of the apodization window less or
equal to NAobj or the boundaries of the cross-correlation term in which we apply the apodization
window.

Instead of digital apodization it is also possible to use moving sub-apertures for reducing
coherent imaging effects. Similar to the classical physical manipulation of the pupil [28], we can
digitally select a smaller window size and apply it on different parts of the pupil image [29]. At
the end we take the summation of the intensities of the different reconstructed windows and obtain
a noise suppressed df-image. This approach requires multiple holographic reconstructions and
thus more time even if it is single shot, and since we need to have a fast numerical reconstruction
we will limit our investigation to the use of a single apodized window function in the pupil.

Figure 3 shows the suppression of the side lobes of the PSF for various pupil apodization
windows. A first comparison of the different window functions shows that there is a trade-off
between width of the side lobe, which determines the resolution, and the suppresion of the side
lobes, which determines optical crosstalk between neighbouring structures in an image.

Fig. 3. Theoretical influence of apodization window functions on an ideal PSF. A cross
section of normalized intensity image, (a) linear scale, (b) logarithmic scale.

The simulated window functions show that in practice if resolution is not a critical requirement
and the application is focused on the coherent effect suppression, the best window functions are
the hybrid Blackman windows, and especially the Blackman-Harris, the Blackman-Nuttal and
the Nuttal window. On the contrary, if the resolution is important Hamming and Hann windows
offer sufficient resolution with less noise suppression. In literature different hybrid window
functions have been reported [30] in search for the optimum window that offers almost diffraction
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limited resolution with maximum noise suppression. In this work we will focus on the Blackman
window as it offers sufficient resolution and suppresses the noise to the required noise levels for
metrology.

In [12] we presented an aberration calibration procedure in which we retrieve the wavefront
error of our imaging system by measuring the PSF using a point scatterer. Then we only needed to
include an aberration correction step on our filtering procedure and obtain an aberration-corrected
hologram. We corrected for lens aberrations by multiplying the complex field in the pupil plane
with the phase conjugate of the retrieved wavefront error. With the same reasoning we will also
perform apodization digitally in the pupil image. This removes the sharp cut-off of the spatial
frequency spectrum in the pupil plane resulting in a strong suppression of the side lobes of the
PSF. This will suppress optical crosstalk from neighbouring structures that surround a metrology
target. The lens aberration correction and the implementation of the window function are then
given by:

Efapo (xf , yf ) = Ef (xf , yf )e−jW(xf ,yf )win(xf , yf ). (5)

where Efapo (xf , yf ) is the corrected field in the exit pupil. In the following section, we apply this
concept to both simulations and measurements of PSFs obtained with our df-DHM.

3. Experimental results on coherent imaging effects suppression

3.1. Measurements and simulations on PSF

To investigate the effect of digital apodization on the coherent image quality of metrology targets
we start with the characterization of the diffraction-limited point-spread function (PSF). The PSF
is the usual way to characterize an optical imaging system, and the proper way to demonstrate the
effect of apodization through the side-lobes suppression and the loss of resolution. A point source
illuminates the lens aperture with a spherical wave that is insensitive to non-uniformity in the
illumination beam. For the measurement we used a bare silicon sample with drilled nano-holes
in different parts of the sample. These nano-hole were milled with a 30 keV focused gallium
ion beam (FEI Helios Nanolab 600). The ion beam current was set to 100 pA with a focal spot
diameter of 80 nm. The nano-holes were milled in 500 cycles and with a dwell time of 1 ms.
The diameter of the nano-holes is approximately 80 nm.

The point scatterer was placed in the center of the image field of our DHM setup. Aberration
correction was applied to the PSF by applying a wavefront correction to the field in the exit pupil
of the lens. The wavefront correction was derived from a Zernike fit of the measured wavefront
using the lowest 83 Zernike polynomials. In this way the PSF is only affected by the small
residual wavefront errors that could not be captured by the Zernike fit.

For the simulations of the PSF we used the same wavelength, bandwidth and Field of view as
the ones that we used for the measurements so that we will have a good comparison between
the measurements and the simulations. For the comparison of Fig. 4 we selected a 576 nm
wavelength with a bandwidth of 5 nm. At the same time we have included additional shot noise
and read-out noise for a better representation of actual measurement conditions. The comparison
of simulated and measured PSFs is presented in Fig. 4

From this comparison we observe that the measured unapodized PSF and the PSF after
apodization with a Blackman window could not surpass a noise flour of the order of 10−6 (or
-60 dB), as shown in Fig. 4(e). On the other hand, we observe that the simulated PSFs show
excellent sidelobe suppression after apodization. At a closer look to the center of the Airy disk
and the apodized PSF, we see that there is a good correlation between the simulations and the
measurements, Fig. 4(f). At this point and for noise levels above 10−5 we see that the simulated
and the measured diffraction-limited PSFs are overlapping while in the contrary the apodization
windows reach this noise level immediately after the 1st Airy ring.
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Fig. 4. Comparison of simulated and measured PSFs. (a) simulated Airy disk, (b) measured
Airy disk, (c) simulated apodization with Blackman window, (d) measured apodization with
Blackman window. (e) presents the cross-section of the above images in logarithmic scale,
and (f) provides a closer look on the response in the 4 different cases.

The flattening of the noise shows that the use of apodization windows does not offer sufficient
coherent imaging effects suppression in our DHM setup. In that sense while apodization can
assist with the crosstalk reduction and reduction of the ringing effects in the region-of-interest in
the metrology target area, it will still lead to a noise suppression at 10−5 noise levels. In the next
section, we will present the experimental data from which we were able to locate the cause of the
observed noise floor.

3.2. Effectiveness of apodization and potential limitations

In order to investigate the cause of the noise flattening on the experimental data we look into
three potential noise sources that could contribute to this effect:

1. Roughness of the silicon wafer

2. Detection noise

3. Scattering from lens imperfections

3.2.1. Roughness of the silicon wafer

Starting with the roughness of the silicon wafer, an atomic force microscopy scan of the roughness
showed a root-mean-square (RMS) error of 142 pm and maximum peak-to-valley of 2.3 nm
during the scan. These values suggest that the sample was very smooth and is probably not
introducing speckle to our measurements. A simple method to check the presence of speckle
coming from the wafer is to compare the high-frequency residual wavefront variations in the exit
pupil of our imaging lens for different nano-holes. If the roughness of the silicon dominates the
noise floor that is shown in Fig. 4 then this should show up as noise in the wavefront residual in
the exit pupil. The fingerprint of this noise in the wavefront residual should then vary between
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different nano-hole measurements. In other words, the wavefront residuals measured for two
nanoholes should show little or no correlation.

To experimentally test this hypothesis we have selected two nano-holes with approximately the
same size (measured with AFM). For these 2 nano-holes we measured the WFE (Fig. 5(a) and
5(d)) in the pupil and we subtracted a fitted wavefront (using the lowest 83 Zernike polynomials).
The resulting residual WFEs of the 2 nano-holes show high-frequency variations that are shown
in Fig. 5(c) and 5(f). The two locations have a clear speckle correlation which suggests that
surface roughness of the silicon substrate does not contribute significantly to the high-frequency
speckle-like wavefront variations. The measured correlation was 0.8130 with a deviation that
can be contributed to additional noise on the second PSF. As shown in Fig. 5(d), there is a phase
gradient present in the measured WFE, which is attributed to a nearby nano-hole that introduced
additional scattering to the measured wavefront.

Fig. 5. Residual wavefront errors for two PSFs. (a), (d) are the measured WFEs and (b),(e)
are the fitted aberration terms. (c) and (f) presents the residual wavefront errors for the two
PSFs simple by removing the fitted wavefronts from the measured ones.

3.2.2. Impact of detection noise

The detected digital hologram contains shot noise that is inherent to the detection of photons.
Moreover, the image sensor also adds some read noise to this shot noise. In order to test the
impact of these noise sources we performed a frame averaging on the same PSF.

Figure 6 presents a comparison of the measured PSF in a single holographic reconstruction
and after 150x reconstructions. It is clear that after frame averaging there is no improvement
with respect to the noise levels, meaning that our measurements are not limited by shot noise and
image sensor read noise. In principle, in holography this is expected due to coherent amplification.
Even if the object beam is weak, in our case the PSF, it is coherently amplified by the reference
beam.

3.2.3. Scattering from lens imperfections

Our df-DHM uses an off-the-shelf plano-aspheric lens (Thorlabs A240TM) with an effective
focal length of 8 mm and an NA of 0.5. Because of the extreme level of aberrations on the edges
of the used lens, we have selected a digital aperture stop of 0.48. According to the data supplied
by Thorlabs, we should expect a root-mean-square (RMS) wavefront error (WFE) of 0.058 waves.
As a result of this residual wavefront error, some weak scattering will occur at the lens surfaces
which results in a weak speckle background in the retrieved images.

A simple method to check the presence of lens-induced light scattering is to look at high-
frequency residual wavefront variations in the exit pupil of our Thorlabs A240TM imaging lens.
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Fig. 6. (a) Cross-section of the normalized intensity of a PSF measured with and without
frame averaging. (b) and (c) The single-frame measured PSF and the same PSF after 150
frames averaging. Both figures presented in logarithmic scale.

Similarly to what we presented in Fig. 5, in the case of scattering from the lens, we will measure
the same PSF for three different wavelengths. As a result of the close proximity of the exit pupil
to the lens this residual WFE will be more or less invariant for small wavelength changes.

To measure this correlation we retrieved the complex WFE for three closely spaced wavelengths
(532, 550 and 576 nm) and then removed a fitted wavefront that we obtained by fitting the lowest
83 Zernike polynomials to the measured wavefront. We can then measure the residual phase
variation in the pupil. If the residual phase variation or the residual WFE of the PSF show
significant correlation for different wavelengths then this is another indication that light scattering
from the lens is the main cause of the observed speckle.

Figure 7, presents the residual wavefront errors that we obtained by measuring the PSF
at three different wavelengths. For every wavelength (532, 550 and 576 nm) we remove the
fitted aberrations terms from the retrieved WFE and we plot the residual WFE. As shown all
graphs show a clear correlation of the residual WFE which is a very strong indication that our
measurements are impacted by the roughness of the lens surface. To measure the correlation
coefficient for different wavelengths we had to resize the measured WFE as the size of the
sideband in the angular spectrum is wavelength dependent (Eq. (5)). We resize the WFE with
respect to the middle wavelength and we measured correlations above 0.75. In details, the
correlation between 7.(a) and 7.(b) was 0.7678, between 7.(a) and 7.(c) was 0.8018 and between
7.(b) and 7.(c) 0.7805.

Moreover, we computed the RMS error for the three wavelengths and it was 0.0510, 0.0560,
and 0.0516 waves respectively which is close to the expected wavefront error that has been
specified by the supplier of this lens. This is another clear indication that scattering caused by
the lens is the main cause for the speckle background that we observe in our images.

For the three wavelengths there is some additional noise present in the edges of the pupil which
is more visible on the shorter wavelengths and on the right side. This additional WFE could be
related to the size of the aperture stop in the pupil which we considered fixed for an NA of 0.48
or it can be an error during the filtering of the holographic process that we neglected for the time
being.

In order to further substantiate our observation we performed a second experiment where we
replaced the sample with the tip of a single-mode fiber. We used a polarization maintaining
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Fig. 7. Lens surface roughness. Residual Wavefront Error experiment. (a), (b), (c) the
RWE for the measured PSF for 532, 550 and 576 nm wavelength respectively.

PANDA fiber (Schafter Kirchhof – PMC-E-400Si-3.5-NA013-3-APC.EC-150-P) with nominal
NA of 0.13 and a mode field diameter (MFD) of 3.5 µm. The use of a fiber tip to measure the
PSF has already been reported by [31] and it allows us to exclude the impact of any scattering
from the silicon substrate that we used for the previous experiments. However in our experiment
due to the small NA of the fiber, which at a 520–580 nm wavelength range is ≈ 0.08, instead of
an Airy disk, df-DHM will image a Gaussian spot.

For the measurements with the fiber tip we selected three different wavelengths (532, 550,
and 576 nm) and we look into the speckle correlation on the reconstructed images. Figure 8
summarize the measurements with the fiber tip. Figure 8(a), (b), and (c) show the normalized
intensity images of the holographically reconstructed Gaussian spot of the fiber tip for the three
selected wavelengths in logarithmic scale. For these measurements we have averaged 100x
reconstructed images.

Fig. 8. Fiber-tip experiment. (a),(b) and (c) are the holographically reconstructed intensity
images of the fiber tip for 532, 550 and 576 nm wavelength respectively. (d) Logarithmic
plot of the cross-section (as indicated with the red dotted line) of the normalized intensities
of the measured Gaussian spots.
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A cross-section plot of the measured normalized intensity in Fig. 8(d) shows that for all the
wavelengths the noise levels are of the same order. Looking at the speckle correlation between
different wavelengths, it is clear that there is no correlation between the three measurements. To
confirm that we have also measured the correlation coefficients between (a), (b), and (c) within
the drawn squares and the correlation was below 10%. The absence of correlation between
the three measured signals again points to lens scattering as the main suspect for the observed
speckle in our images.

At this point, it is good to highlight that the speckle that we measured with DHM was impossible
to detect with regular imaging of the fiber-tip. We have performed the same measurements
without additional reference beams and look into the measured normalized intensities of the 3
different wavelengths after averaging 100 images. Figure 9(a), (b), and (c) show the normalized
intensity images of the Gaussian spot of the fiber tip for the three selected wavelengths in
logarithmic scale. A cross-section plot of the measured normalized intensity in Fig. 9(d) confirms
that in regular imaging the measurements are buried in the read out noise and corresponds to a
lower noise suppression, making it impossible to detect speckle. This clearly shows the superior
dynamic range capabilities of DHM compared to regular imaging techniques.

Fig. 9. Fiber-tip experiment. (a), (b) and (c) are the normalized intensity images of the
fiber tip for 532, 550 and 576 nm wavelength respectively. (d) Logarithmic plot of the
cross-section (as indicated with the red dotted line) of the normalized intensities of the
measured Gaussian spots.

In the next subsection, we apply digital apodization on actual metrology targets. We will
show that even with the presence of micro-speckle from the lens roughness apodization can still
contribute to df-DHM by suppressing a large part of coherent imaging artifacts.

3.3. Measurements and simulations on metrology targets

Since we quantify the digital apodization response to a PSF, now we will apply apodization
windows to metrology targets to see the response on coherent imaging effects suppression on
measured holograms. We selected a micro-DBO (µDBO) metrology target with 8× 8 µm2 feature
size that consists of four grating pairs with a grating pitch of 600 nm, like the one shown in Fig. 2.
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We will first simulate the effect of apodization neglecting the effect of micro-speckle of the
lens surface. With these simulations we can estimate the effectiveness of digital apodization on
metrology targets on ideal conditions. Then we will present actual measurements where we will
apply the same apodization window to see the coherent imaging effect suppression on the current
setup. For both simulations and measurements we will use same setup parameters, with an NA
of 0.48 and a selected wavelength of 576 nm.

For the simulations the same targets were simulated and the Blackman apodization window
was applied. The results of the simulations are shown in Fig. 10. Figure 10(a) and 10(b) show the
simulated target on a regular image and an image where the Blackman window was applied on the
pupil plane. Figure 10(c) presents the cross section in logarithmic scale where the effectiveness
of apodization is impressive. We can see at least a 10−5 coherent noise suppression and a smooth
surface for the metrology mark, with no coherent artifacts present.

Fig. 10. Simulated results of digital apodization on metrology targets. (a) a regular image
obtained after holographic reconstruction, (b) apodized image with Blackman apodization
window. (c) is the cross-section along the red-dashed lines, where blue and red lines show
the normalized intensity of the regular and apodized image respectively.

For the measurements of this metrology target we first correct for lens aberrations, in order to
obtain an aberration free "regular" image and then we applied the Blackman window in the pupil
plane. Figure 11 shows the effect of apodization on the metrology target on the current df-DHM
setup. In the measurements we see that the intensity smoothens on the surface of the metrology
target and completely suppresses Gibbs artifacts. At the same time multiple spurious oscillations
on the surrounding area are also suppressed by an order of magnitude. This is still far from the
ideal result that was presented on the simulations but it already convincingly shows a fast way to
remove coherent imaging effects by applying a digital apodization in the pupil plane.
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Fig. 11. Experimental results of digital apodization on metrology targets. (a) a regular image
obtained after holographic reconstruction, (b) apodized image with Blackman apodization
window. (c), (d) regular and apodized image in logarithmic scale. (e) is the cross-section
along the red-dashed lines, where blue and red lines show the normalized intensity of the
regular and apodized image respectively.

4. Conclusion

We have investigated the potential of digital pupil apodization in DHM for coherent imaging effect
suppression. We presented both simulations and measurements that demonstrate the simplicity of
this method where a 2D window function needs to be included in the holographic reconstruction.

We have first applied apodization to diffraction limited PSF’s ("Airy disks") to demonstrate the
effectiveness on side lobe suppression. The results showed that apodization clearly suppresses
side lobes of the Airy disc. This side lobe suppression helps to reduce optical crosstalk between
images of neighbouring structures at the expense of some resolution loss. This is especially
relevant in optical wafer metrology applications like overlay metrology where a small metrology
target is often surrounded by other patterns. Light from these surrounding patterns that "leak"
into the metrology target resulting in a reduced metrology performance.

During our investigation we observed the presence of a weak background speckle in our PSF
images that limited the effectiveness of apodization. By conducting a number of experiments we
identified that the quality of the lens surface is the main factor of this deviation. The lens surface
roughness adds micro-speckle on the measurements which in extend create a noise barrier that
prevents apodization to reach its full potential. The lens that we currently use is an off-the-shelf
low-cost glass-moulded lens. We expect that more advanced lens manufacturing techniques will
allow us to significantly reduce the noise floor that we now observe in our results.

However, the size of the window function can proven to be beneficial on higher diffraction
order suppression. For example, in an overlay measurement where we look on the intensity
imbalance between the +1st and -1st diffraction order images there might be an overlap with a
higher diffraction order in the image plane. This can be easily removed by carefully placing the
window function in a smaller aperture size centered around the 1st diffraction order in the pupil.
This leaves the main frequency contributions of the higher order out of the reconstructed image.

This work has shown that df-DHM has the potential to be a powerful tool in optical wafer
metrology provided that we can suppress the lens-induced light scattering to sufficiently low
levels. Current measurements still show relatively large background noise levels, we plan to
continue this investigation with a better lens quality which we are confident that will lead to robust
coherent imaging effect suppression. This work also highlighted the excellent dynamic range of
DHM compared to typical microscopy measurements. DHM was sensitive to the effect of lens
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roughness while a typical intensity image was buried in camera noise, unable to demonstrate this
effect.
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