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Experimental Details

Detailed Experimental Methods

All experimental high-harmonic spectra that were analyzed in the main manuscript (Figs. 1-

4) were obtained using an integration time of 1ms of the commercial, fiber-based spectrom-

eter (Avantes AvaSpec-HS1024x58/122TEC). The number of internal averages was set to

10 for every intensity and every orientation angle θ. Taking into account to the 100 kHz
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repetition rate and the total acquisition time of 10ms, a total number of 1000 spectra was

analyzed for each datapoint shown in Figs. 1-4. For every intensity of the short-wavelength

infrared (SWIR) pump laser pulse the crystal angle was changed in steps of 5◦ using a

computer-controlled rotation state (Thorlabs PRM1Z8). Hence, for every SWIR intensity,

the measurement was repeated 72 times to cover a full rotation of the crystalline sample.

Comparing Absorption & Transmission to HHG Yields

Besides analyzing the absorption of the SWIR pump laser pulse and the high-harmonic

yields as done in the main manuscript it is also possible to directly compare the orientation-

dependent transmission to the harmonic signals. Both methods are compared in Fig. S1. In

Fig. S1(a) the absorption is shown together with the normalized yield of the third, fifth and

seventh harmonic (curves are offset for visibility). Here, the maxima and the minima of the

absorption and the HHG yield align which clearly shows a direct correlation between the

two measured quantities. In Fig. S1(b) however, the transmission is shown together with the

harmonic yields. Here we observe minima in the transmission when the harmonic signal is

maximized and vice versa. This negative correlation maybe favorable in certain conditions.

However, we prefer showing the positive correlation between absorption and harmonic signal

as - in our opinion - it shows the clearest evidence for the correlation between absorption

(photoionization) and the high-harmonic generation process. Note that both approaches are

completely valid and capture the same underlying physics.

Angle Calibration

The crystal angles were calibrated by characterizing the anisotropic emission of the third

harmonic generation at a SWIR intensity of 2TWcm−2 and compared to the theoretical

and experimental results shown in Fig. 2 of Ref.1 where a four-fold symmetry with maxima

along monoatomic nearest-neighbour directions is shown. The results presented by You et al.
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Figure S1: Comparison between showing absorption and transmission of the SWIR pump
laser pulses together with the high-harmonic yields. (a). Normalized yields of the observed
high-harmonic orders together with the absorption of the fundamental beam as a function of
the orientation angle. (b). θ−dependence of the transmission compared to the normalized
harmonic yields. Circles show the measured datapoints while solid lines represent numerical
fits according to Eq. (1) given in the main manuscript.

based on a perturbative nonlinear susceptibility tensor match our findings in the perturbative

range (see Fig. S2) and serve as a calibration for the orientation angle θ.

Extended Analysis of the Orientation-Dependent Measurements

For clearer visibility of the alignment between the extrema observed for the high-harmonic

emission and the nonlinear absorption, the experimental results shown in Figs. 2(b), 3(a) and

4(a) are reprinted as Cartesian plots in Figs. S1 (a), (d) and (g) for MgO, Al2O3 and LiF,

respectively. As in the polar plots in the main text, experimental data points are represented

by circles while the numerical fits according to Eq. (1) are represented by the solid lines.

Since we base some of the conclusions made in the main manuscript on quantities extracted

from the numerical fits applied on the experimental datapoints, we further analyze the

agreement between the numerical fits and the experimental data by means of a R2 analysis.
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Figure S2: Orientation dependence of the third harmonic signal from MgO at an SWIR
pump laser intensity of 2TWcm−2 serving as a reference for the crystal angle calibration.
Circles show experimental datapoints, solid line shows the numerical fit according to Eq. (1)
of the main manuscript.

The deviation between datapoints and values of the fit function is calculated by

R2(θ) = (Yexp(θ)− Yfit(θ))
2 (1)

where Yexp(θ) is the yield of a measured datapoint and Yfit(θ) is the value of the numerical fit

function at a particular orientation angle θ. Figures S1(b), (e) and (h) show the θ−dependent

R2 values for MgO, Al2O3 and LiF. For further analysis of the intensity-dependence of the fit

quality, the R2 values are integrated over the orientation angle θ and analyzed as a function

of the SWIR pump laser intensity in Figs. S3(c), (f), and (i) for MgO, Al2O3 and LiF, respec-

tively. The experimental data exhibit a significant level of agreement with the numerical fits,

particularly concerning the high harmonic yields. However, it should be mentioned that a

more noticeable deviation between the data and the fit is observed in the case of absorption.

This discrepancy can be attributed to factors such as a lower signal-to-noise ratio and the

less dynamic behavior of the measured transmission signal.

In order to analyze a potential harmonic order-dependent sensitivity of the signal strength

S4



d e f

g h i

a b c

Figure S3: Representation of main experimental findings as Cartesian plots and analysis of
the agreement between experimental datapoints and numerica fits. (a). θ-dependence of the
observed odd harmonics and the SWIR absorption in a 200µm thick MgO crystal obtained
at a peak intensity of 18TWcm−2. Experimental datapoints are represented by circles, solid
lines show the numerical fit according to Eq. (1). Curves are offset vertically for visibility.
(b). R2 analysis of the deviation between experimental data and the numerical fit function
as a function of the orientation angle using Eq. 1. (c). Integrated R2 over the orientation
angle shown as a function of the SWIR pump laser intensity. (d) - (f). same as (a) - (c) for
Al2O3. (g) - (i). same as (a) - (c) for LiF.

on the crystal orientation we have shown the derivative of the harmonic yield with respect to

the crystal orientation dY/dθ for the third, the fifth and the seventh harmonic in Fig. S4 using

both the experimental data points (depicted by circles) and the numerical fits (solid lines).

The amplitude of dY/dθ is significantly stronger for the fifth and the seventh harmonic when

compared to the third harmonic for all three investigated materials. However, this amplitude

is only reflected in Amono and Adia in Eq. (1) of the main manuscript. To further compare

the width of the peaks we show the normalized harmonic yields of all observed harmonic

orders as a function of the orientation angle in Figs. S4(c) for MgO, (f) for Al2O3 and (i)
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for LiF. Here the yield of the third harmonic is added on a separate y-scale (see right y-

axes, red circles) to artificially match the modulation amplitudes of the harmonics. The

comparison shows that the maxima of all curves (see e.g. around 135◦) exhibit roughly the

same width which is consistent with the fact that we used n = 3 for the numerical fitting of

all experimental data to reach an optimum agreement.
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Figure S4: Numerical Analysis of the variation of the harmonic signal as a function of the
orientation angle θ. (a). Derivative dY/dθ obtained from the numerical fits (solid lines)
and from the experimental data (circles) in MgO as a function of the orientation angle. (b).
Detailed view of the derivative dY/dθ only taking into account the experimental data. (c).
Comparison of the width of Y (θ) on different scales of the y-axis to compare the relative
width between different harmonic orders. (d) - (f). same as (a) - (c) for Al2O3. (g) - (i).
same as (a) - (c) for LiF.
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Orientation-Dependence of the SWIR Transmission

In Figs. 2(d), 3(c) and 4(c) of the main manuscript the mean transmission, averaged over all

orientation angles is shown as a function of the SWIR peak intensity. Therein, the errorbars

represent the standard deviation of the transmission values measured for the different orien-

tation angles. In Fig. S5 we provide more detailed information on the intensity-dependent

behavior of the transmission at characteristic angles in the used bulk crystals. Figure S5(a)

compares the average transmission (as it is shown in Fig. 2(d) of the main manuscript) to the

transmission at θ =0◦, 25◦ and 45◦ representing the diatomic nearest-neighbour direction

(θ =0◦) the monoatomic nearest-neighbour direction (θ =45◦ and at an inbetween angle

(θ =25◦. Especially at high SWIR intensities above 14TWcm−2 the transmission along

high symmetry directions (monoatomic and diatomic nearest-neighbour directions) is signif-

icantly lower compared the the intermediate case at θ =25◦. This is due to the increased

absorption at these orientation angles that is also apparent in Fig. S1. Similar results are

observed for Al2O3 [see Fig. S5(b)] and for LiF (see Fig. S5(c)].

a
b c

MgO Al2O3 LiF

Figure S5: Comparison between the average intensity-dependent transmission to the trans-
mission at specific crystal orientations. (a). Transmission results obtained in MgO. (b).
Transmission results obtained in Al2O3. (c). Transmission results obtained in LiF.

XPW - Polarization Measurements

In the work presented in Ref.2 the emergence of a cross-polarized wave (XPW) was held

responsible for significant changes of the orientation dependence of the seventh harmonic
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signal in GaAs. To investigate a potential influence of the XPW on our measurements we

performed measurements on the polarization of the fundamental SWIR light before and

after interaction with the bulk crystals. The results for MgO, Al2O3 and LiF as well as for

amorphous SiO2 are summarized in Fig. S6.

For two different intensities (one in the perturbative [Fig. S6(a)], one in the non-perturbative

[Fig. S6(b)] regime) we measured the transmission through a linear polarizer as a function

of the polarizer angle. Apart from a slight polarization rotation observed for Al2O3 at low

intensity [see yellow circles in Fig. S6(a)] we do not observe any changes of the linear polar-

ization state of the fundamental SWIR pulses. Hence we do not expect any influence of the

XPW on the orientation-dependent measurements as were reported by P. Xia et al.

a b

Figure S6: Experimental results to study the influence of a potential cross-polarized wave
(XPW) on the orientation-dependence of the measured HHG signals. (a). shows the normal-
ized transmission through a polarizer before the sample and after propagating through the
used crystals as well as a 500µm thick fused silica sample at a moderate SWIR intensity in
the perturbative range. (b). Same as in (a) but at higher intensity in the non-perturbative
regime.
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Numerical Models

In this section we provide details on the numerical models that were used to obtain the results

presented in Figs. (5) and (6) of the main manuscript. Afterwards we explain the reasoning

behind choosing two different types of calculations, namely the semiconductor Bloch Equa-

tion calculations and the calculations of the photoionization rate using maximally-localized

Wannier functions.

Semiconductor-Bloch Equations

We employed a semiconductor Bloch equations (SBE) model to simulate the generation of

high harmonics from MgO. The SBE, as described in previous works,3–5 was solved for a

two-level system consisting of one valence band and one conduction band. Additionally,

simulations for a three-level system involving one valence band and two conduction bands

were conducted, but no significant differences were observed compared to the two-band

system.

The advantage of using the semiconductor Bloch equations lies in its ability to directly

determine the position of carriers in the momentum space (k-space) as a function of time.

This feature provides a transparent and easily identifiable understanding of carrier dynamics.

In our study, we adopted a two-band length-gauge SBE approach to describe the dynamics

of electrons and holes. This approach relies on the interband coherence polarization, denoted

as pk, and the electron (hole) occupation, denoted as n
e(h)
k . The governing equations for the

SBE model are given as follows:

ih̄
∂pk
∂t

=

(
εek + εhk − i

h̄

T2

)
pk − (1− ne

k − nh
k)dkE(t) + ieE(t) · ∇kpk

h̄
∂n

e(h)
k

∂t
= −2Im[dkE(t)p

∗
k] + eE(t) · ∇kn

e(h)
k (2)
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Here, ε
e(h)
k represents the energies of the electrons in the conduction band and holes in

the valence band, T2 denotes the polarization dephasing time, dk is the dipole transition

matrix element, and E(t) represents the electric field of the laser pulse.

The macroscopic polarization P (t) and macroscopic current J(t) are calculated by:

P (t) =
∑
k

[dkpk + c.c.] (3)

and

J(t) =
∑
λ,k

vλ(k)nλ
k (4)

with λ ∈ {h, e} representing the valence and the conduction band and with the group velocity

v(k) given by:

v(k) = ∇kεk. (5)

The harmonic spectral density at the sample plane is then defined as:

IHHG(ω) = |ω2P (ω) + iωJ(ω)|2 (6)

The band structure of MgO (taken from Ref.1) that is used for the SBE calculations is

visualized in Fig. S7 for crystal directions along Γ−X and Γ−K −X.

Estimate of Wannier Jumping

Conventional computations of the angular dependence of the photoionization rate typically

focus on carrier dynamics as described by vertical transitions in k-space. However, it should

be noted that this approach, which holds true for many situations, does not consider non-

vertical transitions in k-space and may neglect relevant contributions. Therefore here we aim

to investigate the part of angular dependence of the photoionization rate which originates

from direct transitions between states localized at different atoms. To this end, we devel-

oped a simple model for the photoionization rate based on the dipole moments between the
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Figure S7: Band structure of MgO along the Γ − X and Γ −K − X direction used in the
SBE calculations taken from Ref.1

localized (Wannier-basis) states.

The photoionization rate, which signifies the rate of transitions from the valence to the

conduction band, was approximated using the multiphoton formalism:6

Γ ≈
∑
s

|E⃗ · s⃗|2N(s⃗)d2N(s⃗)
s (7)

Here the explicit dependence of the order of the nonlinear process on the orientation

angle N(s⃗) is given by:

N(s⃗) =
Eg − eE⃗ · s⃗rs

h̄ω
, (8)

where s⃗ is the unit vector in the direction from an oxygen atom towards an atom indexed

by s, Eg is the band gap, and rs is the distance to the atom s. For the dipole momenta, we

write

ds =

∫
V

< ψg
O(r⃗)|(r⃗ · s⃗)|ψ

e
s(r⃗ + s⃗rs) > dr⃗, (9)

where the transition from the oxygen atom (”O” subscript) is assumed, and ψg and ψe are
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the localized wavefunctions which were approximated in atomic units by As/ cosh(|r⃗|
√
2Ig,ep ),

where Ig,ep are the ionization potentials of the corresponding ground-state and excited-state

atoms and As are the pre-factors corresponding to the distribution of the conduction-zone

electrons: AO = 1 and AMg = 0.57.

a b

Figure S8: Angular dependence of the photoionization rate of the various nearest-neighbour
and next-nearest-neighbour transitions calculated according to Eq. 7 at a SWIR peak inten-
sity of (a). 0.1TWcm−2 and (b). 20TWcm−2.

Figure S8 shows the orientation dependence of the photoionization rates of the various

nearest-neighbour and next-nearest-neighbour transitions computed by the Wannier-jumping

formalism detailed above.

Since the localized part of the conduction band electron wavefunction resides mostly in the

vicinity of the oxygen atoms7 the transition moment of the O-Mg transition is significantly

lower than that of the O-O transitions, which manifests itself in O-O transitions being

preferred at lower intensities [see purple line in Fig. S8(a)]. As the intensity grows, the order

of the multiphoton process n changes differently for the O-O transitions and for the O-Mg

transitions due to different interatomic distances. This leads to the ionization rate for O-

Mg transitions getting comparable to the ionization rate of O-O transitions [orange line in

Fig. S8(b)]. Clearly, next-nearest neighbour transitions (see yellow line in Fig. S8(a)&(b) for

the photoionization rate along O-Mg next-nearest-neighbour directions) are negligible under

our experimental conditions.
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Justification for Dual-Calculation Approach

In the main manuscript we show and discuss numerical results obtained from two different

approaches, namely from the SBEs and from estimate of the photoionization rate based on

dipole momenta between the localized states.

In MgO, the valence-band states are primarily localized at the oxygen atoms, while the

conduction-band states exhibit a significant localization in the inter-atomic space as well as

at the oxygen atoms.7 Although the SBE calculations in principle have the capability to

account for non-vertical transitions in momentum space between neighboring atoms when

the corresponding dipole momenta are included, our specific implementation did not incor-

porate such indirect transitions. This limitation arises from the formalism and the specific

construction of the dipole momenta employed in our calculations and caused us to augment

the SBE results by estimates of angular dependence of the ionization rate due to jumping.

The SBE and Wannier-jumping calculations represent two different contributions to har-

monic generation. In general, they are coupled and should be modelled simultaneously.

However, in our case the fraction of carriers that are excited to the conduction band is low

(≤ 5%). Therefore, both processes are largely independent and decoupled, which validates

our approach.

We would like to emphasize that photoionization processes are inherently included in the

SBEs and are accurately reproduced when a sufficient number of bands is employed as a

basis. However, incorporating photoionization phenomenologically into the SBEs, mirroring

the approach taken in Eq. 2 of the main manuscript is unattainable due to the presence of

a pre-factor in Eq. 2. Although this pre-factor can be theoretically derived, its practical im-

plementation necessitates extensive fitting and adjustment to enable the seamless inclusion

of Eq. 2 into the SBEs. Consequently, while Eq. 2 is well-suited for comparing interatomic

transitions (Wannier-jumps) to other interatomic transitions. it does not facilitate a compar-

ison between these interatomic transitions and the photoionization that is naturally included

in the SBEs.

S13



It is essential to emphasize that we fully acknowledge the complexities involved in inter-

preting the results obtained from SBE calculations, especially when attempting to extract

specific information regarding the underlying mechanisms.

In summary, the utilization of both the SBE calculations and the photoionization rate

estimates based on the dipole moments allows us to address different aspects of the HHG

process in MgO, overcoming limitations inherent in each approach and providing a more

comprehensive understanding of the phenomena under investigation.

Electron excursions associated with different intraband

mechanisms

In the main manuscript it has been stated that the real-space excursion of carriers is com-

parable for both discussed intraband HHG mechanisms, namely the nonlinear current due

to band anharmonicity and the injection current. In the case of the injection current, the

excursion can be computed via the spatial coordinate of the tunneling exit x0
8

x0 =
Eg

qeE
(10)

where Eg is the bandgap, qe the elementary charge and E denotes the electric field. In

the case of the band anharmonicity the excursion of an conduction band electron that is

accelerated by the laser field within a potential ε(k) can be approximated from the SBE.

Neglecting the population transfer and only considering the anharmonicity-related electronic

motion in the conduction band the differential equation reads:

∂pk
∂t

= − i

h̄
∆ε(k)pk (11)
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where ∆ε(k) denotes the deviation of the potential ε(k) from a purely parabolic potential.

Based on the analytic solution to Eq. 11

pk(t) = exp{−i∆ε(k)t/h̄}pk(0) (12)

and the analytic expression for the conduction band given in Ref.1 the real-space electron

excursion xAH due to band anharmonicity was approximated. For the third harmonic we

obtain comparable values for the nonlinear current due to band anharmonicity and the

injection current while for higher harmonic orders x0 tends to reach larger values than xAH.

Thus, the injection current constitutes a serious candidate as an important intraband HHG

mechanism.

Influence of nonlinear propagation effects

To estimate the influence of typical nonlinear propagation effects (e.g. self-phase modulation)

on the obtained high-harmonic spectra and their orientation dependence we approximate the

accumulated nonlinear phase (B-integral). Calculations based on the nonlinear refractive in-

dex of MgO of 3.9 × 10−4 cm2TW−1 and a typical intensity of 10TWcm−2 results in an

accumulated phase of only 1× 2π; the associated SPM-induced broadening of the spectrum

will not have a significant effect on the propagation dynamics since the spectrum is ini-

tially comparatively narrow. The effect of GVD, characterized by 1.6 fs2 for MgO and the

considered sample thickness, is very weak.
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